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Abstract
Twitter is currently one of the most widely used social media platforms. The second task posted for the
PAN @ CLEF 2022 competition aimed to profile irony and stereotype spreaders on Twitter. This paper
reports on the methodology we used in this competition. We tried different variants of BERT models
based on transformer and Auto-Keras as the classifier. As a result, our best accuracy on the test set was
93.89%, and the last submission was 93.33%.
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1. Introduction

Twitter is currently one of the most widely used social media platforms. Users can exchange
real-time information on the platform about various topics or current news. Hundreds of
millions of Twitter users generate huge amounts of tweets every day [1]. As information rapidly
interacts and spreads, some messages can be harmful to certain groups [2]. Such harm can
become a social problem when irony and stereotypes are spread widely without checking.

The second task released for the PAN @ CLEF 2022 challenge [3] considers profiling irony
and stereotype spreaders on Twitter [4]. The performance of participant’s system will be ranked
by accuracy. All systems should be submitted through the TIRA platform [5]. The task was
aimed at identifying users as irony and stereotype spreaders based on 200 tweets from Twitter
users. This will help reduce the identification effort and help address the problem of avoiding
the spread of harmful information more effectively than identifying tweets one by one.

For the task we tried to extract word embeddings with transformer-based [6] pre-trained
models and classify the data with AutoML model.

In Section 2, we present some related work on this task. In Section 3, we illustrate our
approach to the data and our method of training, and then we show our results in Section 4.
Finally, we state the conclusions we have drawn in Section 5.
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2. Related work

The Transformer architecture is widely used for irony and sentiment detection. [7] embedded
pre-trained Twitter words in context by using the Transformer architecture, they also studied
and interpreted how the multi-head self-attention mechanisms are specialized on detecting
irony by means of considering the polarity and relevance of individual words and even the
relationships among words. [8] propose a neural network methodology that builds on a recently
proposed pre-trained transformer-based network architecture, which is further enhanced with
the employment and devise of a recurrent convolutional neural network (RCNN). Some ap-
proaches continue to augment the results using word embeddings in pre-trained transformers.
Transformer-based Deep Intelligent Contextual Embeddings (T-DICE) and attention-based BiL-
STM were proposed by [9]. [10] proposed a network that combines the use of word embeddings
from XLNET, multichannel CNNs, and an attention mechanism that includes automatic weight
adjustment to effectively improve the results of sentiment recognition.

Automated machine learning (AutoML) is a promising solution for building a DL system
without human assistance and is being extensively studied[11]. AutoML model under the
AutoGluon framework was also used in the pan2021 competition to complete the task [12]. [13]
demonstrate it is possible today to automatically discover complete machine learning algorithms
just using basic mathematical operations as building blocks. [14] conduct various evaluations
of the tools on many datasets, in different data segments, to examine their performance, and
compare their advantages and disadvantages on different test cases. [15] introduce an open,
ongoing, and extensible benchmark framework which follows best practices and avoids common
mistakes to comparing different AutoML systems.

3. Data and Methodology

3.1. Dataset

The organizers provided a dataset containing tweets only in English. In total, tweets from 600
Twitter users were collected. Each user had 200 tweets. Of these users, 420 were labeled as
irony and stereotype spreaders and were used for training. The remaining 180 users were not
annotated and were used for testing.

3.2. Pre-processing

We performed a simple pre-processing of the text data in order to reduce noise. Firstly remove
some meaningless characters and punctuation. Then replace ’USER’ with ’@USER’ and ’URL’
with ’HTTPURL’. Finally replace the emoji with text using the emoji package in python.

3.3. Word Embedding

The transformer architecture has been widely used since it was proposed. Its performance
in natural language understanding and natural language generation has surpassed previous
alternative neural models [16].



We use pre-trained models provided by the hugging face community for word embedding
extraction. Three pre-trained models, ConvBERT [17], BERT-Large [18], and BERTweet [19],
were used for training. We first tried to extract word embeddings from the last hidden layer
of these models. Then BERTweet, which performed best in the training set with a five-fold
cross-validation, was selected and we tried to use its last four layers for extracting.

3.4. Classification

AutoML emerged with the aim of reducing the heavy development cost and automating the
machine learning pipeline. Many AI companies have open sourced their AutoML tools. [20]
propose a novel framework enabling Bayesian optimization to guide the network morphism
for efficient neural architecture search. The framework develops a neural network kernel
and a tree-structured acquisition function optimization algorithm to efficiently explores the
search space. The proposed method is wrapped into an open-source AutoML system, namely
Auto-Keras. We used the AutoML tool under the Auto-Keras framework as a classifier.

Since it is difficult to analyze and predict all tweets of a user at once, we tried to split the all
tweets of one user and predict them separately. Then a majority vote is used to predict whether
a user is an irony and stereotype spreader.

4. Results

As a result, the accuracy of extracting the word embeddings in the last hidden layers of the
ConvBERT, BERT-Large, and BERTweet correspond to 94.05%, 94.52%, and 94.76% in the
five-fold cross-validation of the training set, respectively. While the accuracy of extracting the
word embeddings of the last four layers of the BERTweet model corresponds to 95.48% (see
Table 1).

Table 1
The accuracy on the training set corresponding to different models

Model Accuracy

ConvBERT 94.05%
BERT-Large 94.52%
BERTweet 94.76%

BERTweet(4 layers) 95.48%

In the end, based on the feedback from the organizers, our best accuracy on the unlabeled
test set was 93.89% and the last submission was 93.33%. It is slightly lower than the accuracy
obtained on the training set.

The accuracy of these results far exceeds the accuracy of the similar task for PAN @ CLEF
2021 [21]. Considering that the training set in the dataset provided by PAN @ CLEF 2022
contains more than twice the total number of tweets provided by PAN @ CLEF 2021we believe
that differences in the dataset contribute to this effect.



5. Conclusions

Transformer-based models have been very widely and effectively used in NLP tasks. The use
of AutoML techniques reduces the cost of experiments. We have tried different models in this
task with relatively simple methods and low cost, then we have obtained relatively good results.
However, as the amount of data increases, many traditional methods and more complex models
can also perform very well. We believe that a broader dataset may be more helpful when dealing
with the identification of Twitter users in practice.
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