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Abstract. Research on text reuse has gained momentum due to the fact 
that enormous amount of data is freely available on the web and can be 
used by anyone to express ideas. Cross language Journalistic text reuse 
is one such area where same news story may be presented in number of 
different languages and identifying test reuse across the language is a 
challenging task. This year in CLINSS focus was on journalistic text 
reuse between texts written in different languages. The test data com-
prised of 25 target English news stories with 50691 source Hindi news 
stories. This is our first participation at CLINSS task and we have sub-
mitted two sets of runs as MANIT-1 and MANIT-2. The idea of 
MANIT-2 runs is to test the performance of established simple diction-
ary based Cross Language Information Retrieval (CLIR) strategy on 
CLINSS task. The dictionary based approach has performed fairly well 
and has given a best performance of 0.5 for NDCG@1. The perfor-
mances of all the strategies are in the range of 0.5 to 0.32 for different 
NDCG level.   
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1. Introduction 

 
Research on text reuse has gained momentum due to the fact that 
enormous amount of data is freely available on the web and can be 
used by anyone to express ideas. Cross language Journalistic text 
reuse is one such area where same news story may be presented in 



number of different ways and also in different  languages and there 
is a need to link such news stories as it offers number of benefits 
[1]. Abundance of such multilingual text can be of significant use 
for deriving number of language resources such as bilingual dic-
tionaries, parallel corpora etc.  This year in CLINSS focus was on 
journalistic text reuse between texts written in different languages. 
The test data comprised of 25 target English news stories with 
50691 source Hindi news stories. The CLINSS task is to identify 
potential source news stories, written in Hindi, with same news and 
focal event from a set of target news stories that are written in Eng-
lish. It is our first participation at CLINSS task and we have submit-
ted two sets of runs as MANIT-1 and MANIT-2. Dictionary, Paral-
lel Corpora or Machine Translation based approach is primarily 
used for retrieving documents in the field of Cross Language In-
formation Retrieval CLIR. The idea of MANIT-2 runs is to test the 
performance of established simple dictionary based Cross Language 
Information Retrieval (CLIR) strategies on CLINSS task.  
   
2. Approach 

Cross language news story search was studied by [1-3] in the last 
years CLINSS task. In this study dictionary based approach of 
CLIR is used to link English news stories with Hindi news stories. 
Performance of dictionary based Cross Language Information Re-
trieval System particularly across English-Hindi language was stud-
ied by [4]. The steps carried out to formulate the query before re-
trieving Hindi News Story is as follows:  
 

Step i: Tokenization is applied on English news story, 
punctuations are removed and query is formulated using 
different strategies. 
Step ii: Formulated query is translated using the Transla-
tion Module of English-Hindi dictionary based CLIR sys-
tem. 
Step iii: Translated query is submitted to Terrier retrieval 
system and top 100 Hindi News Stories are retrieved.  
 
 
 



 
3. Experiment 

 
CLINSS dataset of 2013 comprised of training and test data set. 
The training data set comprised of 50 English new stories whereas 
test data set comprised of 25 English news stories. The corpus con-
tains 50691 Hindi source news stories. The task was to retrieve top 
100 potential Hindi News stories. In all the runs the query was for-
mulated using either <title>  or using both <title> and  <content>  
field of the target document. The source documents i.e. Hindi news 
stories were indexed using Terrier 3.5 TF-IDF ranking model [8].  
  

Step 1 Preprocessing:  Punctuations are removed at the time of 
tokenization before submitting the tokens to automated dictionary 
based English Hindi Cross Language Information Retrieval Sys-
tem.   
Step 2 Query Formulation: Query is formed using either <ti-
tle> or <title> and <content> of the target document at the time 
of query formulation. The strategies used for three runs are as 
follows:  
  

Run 1: In this run query is formulated using only <title> field 
of the target document i.e. English documents. The tokens are 
submitted to dictionary based CLIR system. The query is for-
mulated using following steps 
   

Step i: Stop words are removed before query 
formulation. 
Step ii: Remaining words are translated by 
English-Hindi dictionary based CLIR system 
using Shabdanjali dictionary [5]. The first 
available translation in dictionary is retrieved; 
if translation is not available in the dictionary 
then it is stemmed using Porter stemmer [6] 
before resubmitting it to dictionary based 
translation module. 
Step iii: If word is still not translated using 
dictionary based translation module in (Step ii) 
then it is transliterated using transliterator de-



veloped by us. The developed transliterator is 
not mature and we are still working on it. 
Step iv: Translated and transliterated query is 
submitted to Terrier retrieval system and top 
100 documents are retrieved.  
 

Run 2: In this run query is formulated using both <title> and 
<content> field of target document i.e. English document. The 
idea is to form query using content words that might be present 
in <content> field apart from the <title> field of the target 
document. In this run also stop word is removed before formu-
lating the query. It goes through all the steps of Run-1 (Step i to 
iv).  
 
Run 3:  In this run query is formulated using only <title> of the 
target document i.e. English documents. This run is different 
from Run-1 as the query is tagged using Stanford part of speech 
tagger [7] before submitting it to the dictionary based transla-
tion module. The dictionary contains more than one translation 
for many of the English word(s) therefore the idea is to retrieve 
right meaning of the word (in right context) before submitting it 
to retrieval system. In this run stop word is not removed. 
 

4. Result 
  

The comparative evaluation performance at NDCG@1, NDCG@5 
and NDCG@10 respectively is shown in Table 1. The performance 
reported for Run-1 is 0.32, 0.3654 and 0.3908 for NDCG@1, 
NDCG@5 and NDCG@10 respectively. The performance of Run-2 
is 0.5, 0.4193 and 0.4626 and for Run-3 is 0.32, 0.3272 and 0.3544 
for NDCG@1, NDCG@5 and NDCG@10 respectively. It is ob-
served that in RUN2 in which both <title> and <content> are used 
for query formulation performed fairly well in comparison to RUN1 
and RUN3.  
 

Run NDCG@1  NDCG@5 NDCG@10 

run-1-manit2 0.32 0.3654 0.3908 

run-2-manit2 0.5 0.4193 0.4626 



run-3-manit2 0.32 0.3272 0.3544 
 

Table 1. Comparative performance of the three runs 

 
5. Conclusion 

 
The dictionary based approach has performed fairly well and has 
given a best performance of 0.5 for NDCG@1. The performances 
of all the strategies are in the range of 0.5 to 0.32 for different 
NDCG level. The performance of Run-1 and Run-3 is more or less 
same. It is observed that dictionary based CLIR strategies are good 
for retrieving initial set of document from a large corpus but  post 
processing techniques to link the exact news stories is needed to 
further improve the performance of the system. 
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