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Abstract
In this paper we introduce our system for the task of determining whether an author spreads Irony and
Stereotype in English tweets or not, a part of PAN 2022 (IROSTEREO) task. For the irony spreading author
classification task, 600 authors each containing 200 tweets have been used. The uniqueness of the task is
that it is not a classification between ironic and non ironic tweets, instead it is a classification of irony and
non irony spreading authors. The task contains a subtask also that addresses stereotype stance detection.
For the previous years, several representation methods like character/word n-grams etc. have been used
for tweet representations, but there was not a clear clue whether a combination of other representations
would be helpful. To do this end, we introduce BERT combined with TFIDF representation to address
this specific problem. Later we used Logistic Regression classifier for the classification task. It was seen
that the BERT representation combined with TFIDF showed very promising results.

Keywords
Irony detection, Author profiling, Natural language processing, Twitter data

1. Introduction

Irony is a deeply pragmatic and diverse linguistic phenomena that has been thoroughly explored
in numerous domains [1]. Irony detection has recently gained a lot of interest in the machine
learning and NLP world due to the high frequency of sarcastic expressions in social media [2].
In the context of sentiment analysis, their language collocation has a tendency to flip polarity,
making machine-based irony identification important [3] [4]. The goal of irony detection is
to develop computational algorithms that automatically recognize this phenomena in written
languages [5] [6] [7]. Several researchers have attempted the irony detection problem, according
to the literature [8] [9]. Many of these efforts have been devoted to the examination of the
textual representation and features [5] [6] [10]. PAN 2022’s Irony Detection job focuses on
characterizing irony and stereotype spreaders on Twitter. The work focuses on characterizing
ironic authors on Twitter, with a focus on authors that use irony to disseminate prejudices about
women or the LGBT community, for example [11] [12]. The task’s purpose is to categorize
authors as ironic or not based on how many tweets they have with ironic content [13]. A
subgroup of those authors is studied who use irony to express stereotypes in order to see if
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state-of-the-art models can differentiate these cases as well. As a result, given a list of Twitter
users and their tweets, the purpose is to identify those who can be classified as ironic. A subtask
of the task deals with Stereotype Stance Detection. Ironic authors have used stereotypes to
harm the target (such as immigrants) or to support it in some way. This subtask’s objective is to
determine whether sarcastic authors are using stereotypes to support or undermine the target.
The objective is to identify their general viewpoint given the subset of sarcastic authors who
used stereotypes in some of their tweets. The TIRA platform has been used by the participants to
assess their approaches. This platform can be used to deploy and test applications automatically
[14]. The algorithms are assessed using a common test dataset, the same metrics, as well as the
amount of time required to generate the response.

Irony is a profoundly pragmatic and versatile linguistic phenomenon. As its foundations
usually lay beyond explicit linguistic patterns in reconstructing contextual dependencies and
latent meaning, such as shared knowledge or common knowledge [2], automatically detecting
it remains a challenging task in natural language processing. In this paper, we use two repre-
sentations: 1) BERT and 2) Term Frequency Inverse Document Frequency (TFIDF) combined
with BERT to address this issue. Later the classification task was implemented using Logistic
Regression classifier.

2. Related Work

Irony detection is a very challenging task that encountered a lot of development through the
years. Here are some of the recent research works that contribute to the problem.

Identifying the important components to recognize irony in English customer evaluations
has been the attention of Reyes and Rosso [15]. To reflect irony, they used six categories in their
model: n-grams, POS ngrams, funny profiling, positive/negative profiling, affective profiling,
and pleasantness profiling. Customers’ online reviews were chosen as part of the dataset [16].
They employed three distinct classifiers to reach their results, which showed very competitive
performance.

The automatic detection of irony was framed as a classification problem by Barbieri and
Saggion [17]. They created a model that could detect irony in the social network Twitter using
linguistic variables like frequency, written/spoken contrasts, attitudes, ambiguity, intensity,
synonymy, and structure. Nayel et al. [16] picked tweets with the hashtag irony and a few other
subjects to generate a linguistically motivated set of features. Their model outperformed the
bag-of-words technique across domains, according to the findings.

Teh et al.’s [18] investigation focused on the use of coarse language for the detection of
hate speech. Based on the use of profanity, the writers divided 500 YouTube comments into
8 different categories of hate speech. Numerous other studies of a similar nature focused on
identifying hate speech [18] [19], social media abuse [20] [21], fake news on Twitter [22], and
cyberbullying [19]. On author profile based on their tweets, numerous publications and shared
tasks are available [22] [23] [24].

A model for irony detection in Twitter emotIDM [25] was developed by formulation of the
task as a classification problem. It was evaluated on a set of representative Twitter corpora
that included samples of ironic and non ironic messages, which were different along various



dimensions like size, balanced vs imbalance distribution, collection methodology and criteria
[16]. Results showed good performances in classification.

KLUEnicorn [26] offered a system that used a Naive Bayes classifier to build word embeddings
using several adverb categories and named entities, as well as semantic and lexical data. Various
supervised classification techniques, such as Randomizable Filtered Classifier (RFC), Bayesian
Network (BayesNet), IBk, and others, were reviewed and compared in another comprehensive
review [27].

In order to increase Stereotype Stance Detection, Mohammad et al. [28] looked into the
significance of utilizing the sentiment that is expressed in a text. Without taking into account
the target, the total sentiment expressed in each occurrence was annotated in the SemEval-2016
Task 6 dataset. They used n-grams, char-grams, sentiment features from many lexica, including
the Hu and Liu lexicon [29], EmoLex [30], and the MPQA Subjectivity Lexicon [31]. Additionally,
they took into account the target of interest in the tweet’s appearance or absence, as well as the
frequency of part-of-speech tags, emoticons, hashtags, uppercase letters, lengthened phrases,
and punctuation. They were able to outperform the competition by combining these features
with a support vector machine classifier.

In order to forecast the authors’ ages using the Maximum Entropy classifier and LASSO
regression, Hong et al. [32] combined numerous datasets, including Fisher English transcript
and Blog authorship, to create a dataset with a variety of stylistic and content-based variables.
With the exception of increased age limits, both models produced good outcomes.

To detect users with different perspectives in regards to stereotype stance detection in
tweets, Rajadesingan and Liu [33] employed a semi-supervised framework in conjunction with
a supervised classifier. The authors took advantage of a retweet-based label propagation theory,
which is based on the fact that if a lot of users retweet a specific pair of tweets in a reasonable
amount of time, it is quite likely that the two tweets are related in some way. Based on how
closely a tweet aligns with the ideals of the labels surrounding it, they categorized it as "for" or
"against" in their study.

A label propagation technique was employed for community discovery in the work of Ragha-
van et al. [34]. Their method was exceptionally straightforward and effective; in fact, each
node adopted the label that the majority of its immediate neighbors now have in their iterative
procedure, and it appeared to perform exceptionally well in unsupervised environments.

In order to get meaningful phrase embeddings, there are new methods for fine-tuning language
models [35] [36]. Using the universal sentence encoder, TFIDF, and a support vector machine
for the case law retrieval challenge in the last COLIEE edition, Rabelo et al. [37] outperformed
many of the models. Therefore, we expect that TFIDF in conjunction with BERT representation
could also be effective for the task of identifying irony authors. The next section explains the
datasets used in this research.

3. Dataset

For the irony detection task, the dataset contained tweets of 600 authors each having 200 tweets.
It was split into two categories: 1) validation dataset containing tweets of 420 authors and 2)
test dataset containing tweets of 180 authors. The validation dataset is a balanced dataset (50%



of them were irony and 50% of them were non irony) containing total 84000 tweets (420 authors
each having 200 tweets). This dataset is used for the training purposes. For testing, 180 authors
each containing 200 tweets are used. The training set is balanced, i.e. out of 420 authors 210 are
irony and 210 are not irony. The details of the dataset is shown in Table 1.

Table 1
Irony and Non irony spreading author Dataset

Data split No. of authors No. of tweets of each author

Training 420 200
Testing 180 200

For the Stereotype Stance Detection subtask, the dataset contained tweets of 200 authors
each having 200 tweets. It was again split into two categories: 1) validation dataset containing
tweets of 140 authors and 2) test dataset containing tweets of 60 authors. The validation dataset
is an imbalanced dataset containing 28000 tweets (140 authors each having 200 tweets). This
dataset is used for the training purposes. For testing, 60 authors each containing 200 tweets
are used. The goal of this subtask is to detect the stance of how stereotypes are used by ironic
authors, if in favour or against the target. Table 2 shows the details of the dataset. The training
set is imbalanced, i.e. out of 140 authors 94 are AGAINST and 46 are INFAVOR.

Table 2
Stereotype spreading author Dataset

Data split No. of authors No. of tweets of each author

Training 140 200
Testing 60 200

4. Methods

In this work we implement the following method for tweet representation: BERT combined
with TFIDF. We detail each of the feature spaces in the following lines:

4.1. BERT

In this section, we’ll go over BERT and how to use it in depth. The design of a neural encoder
for natural language sequences has been changed by Transformer [38], a sequence transduction
model based on attention mechanisms. The transformer architecture allows sequential data
to be learned. To improve on largely unidirectional language model training, Devlin et al.
[39] developed Bidirectional Encoder Representations from Transformers (BERT). BERT makes
deep bidirectional language encoding training achievable by employing the masked language
modeling (MLM) loss [40]. BERT employs next-sentence prediction (NSP), an extra loss for
pre-training that aims to learn high-level linguistic coherence by predicting whether or not two
text segments should come sequentially in the original text [40].



The sentence had to be tokenized first before the embeddings could be created. Point to be
noted, BERT can only handle sentences with a length of 512 tokens or less. BERT’s authors
advise using the BERT Base Uncased model in the majority of cases unless it is clear that using a
case-sensitive model will be beneficial to the task [41]. Using 1s and 0s to discriminate between
the two sentences, BERT is trained on and anticipates sentence pairs [41]. That is to say, we
must indicate whether each token in "tokenized text" fits in sentence 0 (a string of 0s) or sentence
1 (a series of 1s). We constructed a vector of 1s for each token in our input sentence since
single-sentence inputs just need a string of 1s for our needs [41].

We then called the BERT model after converting our data to torch tensors. The number of
layers (13 layers), the batch number (1 sentence), the word/token number (22 tokens in our
sentence), and the hidden unit/feature number make up the complete set of hidden states for
this model (768 features). The first element represents the input embeddings, and the remaining
elements are the outputs of each of the 12 layers of BERT, hence the layer number is 13 [41].

When sending several sentences to the model at once, the batch size, the second dimension,
is employed. There would be one batch total. We had 13 distinct vectors, each of which was
768 bytes long, for each token in our input. We combined the final four layers to produce a
word vector with a length of 3072 (4 × 768 = 3072) per token. We calculated the average of
the second-to-last hidden layer of each token to produce a single vector of 768 length for our
complete text[41].

4.2. TFIDF

We apply the well-known Term Frequency Inverse Document Frequency (TFIDF) weighting
system in our methodology to extract traditional features. TFIDF is a combination of two
different terms: Term Frequency (TF) and Inverse Document Frequency (IDF) [42]. The term TF
is used to calculate the frequency of a term in a document [43]. The term frequency for a term 𝑡
and a document 𝑑 is defined by

𝑡𝑓𝑑,𝑡=
𝑛𝑑,𝑡
|𝑑|

(1)

where 𝑛𝑑,𝑡 is the number of occurrences of the term 𝑡 in the document 𝑑. The term frequency
𝑡𝑓𝑑,𝑡 is then the number of occurrence of the term 𝑡 in document 𝑑 divided by the total number
of tokens in the document.

The inverse document frequency of a term 𝑡 in the whole collection is,

𝑖𝑑𝑓𝑡 = 𝑙𝑜𝑔
|𝐷|

|𝑑 : 𝑡 ∈ 𝑑|
(2)

where |D| is the number of classes in the classification problem and |𝑑 : 𝑡 ∈ 𝑑| is the number of
document(s) where the term 𝑡 appears.

When calculating a document’s term frequency, it can be seen that the algorithm evaluates
all keywords similarly, regardless of whether they are stop words or not, which is incorrect
because all keywords have varying relevance [43]. The inverse document frequency method
gives less weight to often occurring words and more weight to infrequently occurring terms
[43]. Mathematically, TFIDF is the multiplication of term frequency (TF) and inverse document



frequency (IDF). The formula that is used to compute the TFIDF of term 𝑡 present in document
𝑑 is:

𝑡𝑓𝑖𝑑𝑓𝑑,𝑡= 𝑡𝑓𝑑,𝑡 *𝑖𝑑𝑓𝑡 =
𝑛𝑑,𝑡
|𝑑|

* 𝑙𝑜𝑔 |𝐷|
|𝑑 : 𝑡 ∈ 𝑑|

(3)

TFIDF’s purpose is to lessen the impact of less informative tokens that appear frequently in a
data corpus [44]. We used TfidfVectorizer features from scikit-learn to perform the TFIDF task
[45]. Table 3 shows the TFIDF parameter values used for the tasks.

Table 3
TFIDF parameters

Task TFIDF_max_df TFIDF_min_df

Irony spreading author profiling 0.70 1
Stereotype spreading author profiling 0.95 1

4.3. BERT combined with TFIDF

Sentence-BERT, which surpasses the current embedding techniques and is deemed effective
for numerous downstream applications, was introduced by Reimers et al. [36]. TFIDF is used
to evaluate how relevant a word is to a document in a collection of documents. The TFIDF
score can be fed to the Bert model to improve the predicting performance. In order to produce a
deeper and more insightful quantitative representation of the data, we used this embedding
approach. We combined TFIDF with word embedding. We put a threshold of <1000 words while
implementing the TFIDF. The idea is to preserve the grammatical regularities in each document
intact.

4.4. Classifier

The Logistic Regression classifier is used in order to classify the irony and stereotype spreading
authors. Logistic Regression uses logistic function to model binary dependent variable. The
equation can be given as:

𝑃 =
𝑒𝑎+𝑏𝑥

1 + 𝑒𝑎+𝑏𝑥
(4)

We used LogisticRegression class from scikit-learn library to implement Logistic Regression
model [46].

Figure 1 shows the architecture of our proposed model. After splitting the dataset into
training and testing set, they are first tokenized using BERT representation. Then the TFIDF is
combined with it to make the training dataset richer. Lastly the training and the predictions are
made using Logistic Regression classifier.

For the vectorization, every word is assigned a unique number. Each data is transformed into
an N-dimensional vector, where N is a number of words in the data.



Figure 1: Architecture of the Proposed Method

In the following section we will explain the evaluation results of all the models used on
validation dataset and the test dataset.

5. Results & Discussion

To understand the efficiency of our models, first we split the validation data into training and
testing set. Out of 420 authors, we used 336 of them as training and remaining 84 were used
for testing. The datasets were split balanced, i.e. for both the training and testing data, 50% of
them were irony and 50% of them were non irony. We combined all 200 tweets of each person
and treated it as a single string. It basically created 420 strings for 420 authors each string
containing the combination of 200 tweets of each author. Initially we were only concerned
about the accuracy of different machine learning models for only the BERT representation. The
strings were then converted to numeric values using the BERT. We implemented the following
five machine learning algorithms to check the best accuracy: KNN, SVM, Decision Tree, Naive
Bayes and Logistic Regression and it was seen that the Logistic Regression was proved to be
the best in terms of efficiency and accuracy. To measure the accuracy of an algorithm, we used
the formula in equation 5.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝐿𝑎𝑏𝑒𝑙

𝑇𝑟𝑢𝑒𝐿𝑎𝑏𝑒𝑙 + 𝐹𝑎𝑙𝑠𝑒𝐿𝑎𝑏𝑒𝑙
(5)



Where True Label refers to correct prediction and False Label refers to incorrect classification.
The classification results obtained from the five algorithms on the validation dataset are given
below:

Table 4
ML algorithms implemented on ironic author profiling validation dataset

Algorithm Accuracy(%)

KNN 89.2
SVM 88

Decision Tree 77.3
Naive Bayes 91.6

Logistic Regression 92.8

The BERT implementation method was then implemented on the testing dataset of tweets
of 180 authors after training it with the validation dataset tweets of 420 authors. It was seen
that the classification results were not very promising. However, after combining the BERT
representation with TFIDF, the classification results were improved from 38% to 67% which was
an increase of around 76%. The classification results on the test dataset are shown in Table 5.

Table 5
Accuracy on ironic author profiling test dataset

Representation Classifier Accuracy(%)

BERT Logistic Regression 38
BERT-TFIDF Logistic Regression 67

The similar method was implemented to address the subtask of stereotype stance detection
used by ironic authors either in favour or in against. Unlike the dataset used for ironic author
classification, the dataset used for stereotype stance detection was smaller in size and also
imbalanced. The classification result of stereotype stance detection problem using our model is
shown in Table 6. We obtained an overall macro F1 score of 0.45 and F1 score of 0.19 InFavour.

Table 6
Accuracy on stereotype favouring author profiling test dataset

Representation Classifier Accuracy(%)

BERT-TFIDF Logistic Regression 58

The BERT representation alone itself was not sufficient to make the classification results high.
The TFIDF’s purpose is to increase the impact of more informative tokens that appear frequently
in a data corpus. When the TFIDF was combined with BERT representation, the accuracy of
the model was significantly improved. When we compare the classification accuracies of the
two tasks, the accuracy of the irony detection problem was higher than the stereotype stance
detection problem probably because of larger number of training and testing dataset. It was



very interesting to see the usefulness of this model on both balanced and imbalanced type of
dataset.

6. Conclusion

In this paper we presented our method to PAN 2022 Profiling Irony and Stereotype Spreaders on
Twitter (IROSTEREO) task to address the irony spreading author detection problem on twitter
data. The task contained a subtask also that addresses Stereotype Stance Detection i.e. detecting
the stance of how stereotypes are used by ironic authors, if in favour or against the target. To
address both the tasks, first we implemented BERT method and then BERT combined with
TFIDF for representation of the tweets. Then Logistic Regression classifier was used to classify
the irony and non-irony spreading authors. The BERT method was used to convert the text data
into equivalent numeric data, and the TFIDF represented the more important tokens. It was seen
that combining BERT representation with TFIDF significantly improved the result. To conclude,
we have shown some useful techniques for irony and stereotype spreaders classification. How
this model behaves to a different type of dataset, will be a future direction to explore.
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