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Abstract This paper describes the participation of the PISIS team in the author-
ship identification track of PAN’11. We adopted two different strategies for the
tasks of authorship attribution and authorship verification. For authorship attri-
bution we performed experiments with a document occurrence representation
using a standard classification-based approach. Results obtained with this ap-
proach were mixed: in the small data sets distributional representations resulted
very helpful, although in the large data sets a simple bag-of-words approach out-
performed the document occurrence approach. For authorship verification we
adopted a classification-based approach and proposed a modification to Ensem-
ble Particle Swarm Model Selection (EPSMS) for selecting classification models
for each task. This approach obtained acceptable performance in two out of the
three data sets.

1 Introduction

Authorship attribution (AA) and authorship verification (AV) are two closely related
problems that aim at uncovering the writing style of authors [27]. Applications of AA
and AV include spam filtering [30], fraud detection [14], computer forensics [18], cyber
bullying [23] and plagiarism detection [25]. Because of its wide applicability, mainly
in security aspects, the development of automated AA techniques has received much
attention recently [16,25,27].

AA is defined as the task of identifying whom, from a set of candidates, is the author
of a given document [27]. While AV is the task of deciding whether given text docu-
ments were or were not written by a certain author [17]. Effective methods have been
proposed for both tasks so far, see for example the methods evaluated and/or reviewed
in [28,15,16,25,27]. One of the most popular formulations for AA and AV is that based
in supervised machine learning methods, where both problems are faced as classifica-
tion tasks. More specifically, AA can be faced as one of multiclass classification, with
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as many labels as candidate authors [10,13]. AV, on the other hand, can be faced as a
binary classification problem [9,14].

This paper describes the approach adopted by the PISIS1 team for the Authorship
Identification track for the PAN2 Lab at CLEF 2011, see [25] for more information on
the PAN competition and workshop series. We adopted classification-based methods
for facing both AA and AV tasks. For AA we used standard classification algorithms
with a distributional term representation for documents. Intuitively, we want to model
the writing style of authors in terms of their association with other documents, as mod-
eled with the document occurrence representation. Experimental results in the PAN’11
Authorship Attribution track show that proposed approach resulted very helpful for the
small data set. Results in the large data set are very competitive as well, although we
found that a simple bag-of-words representation and a nonlinear classifier outperformed
the distributional representations.

For AV we used a method called Ensemble Particle Swarm Model Selection [6] for
building ad-hoc classifiers for each AV task. We used sample documents by the author
as positive examples and documents written by other authors as negative examples. In
order to obtain stable predictions we adopted a meta-ensemble approach that combines
the outputs of several runs of the model selection technique. Documents are ranked by
probability that they were written by the author of interest. Experimental results in the
PAN’11 Authorship Attribution track show that the proposed approach resulted very
effective for 2 out of 3 data sets, although there are several aspects of the proposed
methodology that still can be improved.

The rest of this working note describes in detail the methodologies adopted for the
AA and AV tasks, reports the results obtained with them and summarizes our main
findings. Before describing the proposed methodology we briefly review related work
on AA and AV in the next section.

2 Related work

In the classification-based approach to AA and AV sample documents written by each
author are considered instances of an usual classification problem [16,27]. Learning al-
gorithms that have been used for AA and AV include support vector machine (SVM) [10,17,13]
and variants thereon [24], neural networks [29], Bayesian classifiers [2], decision tree
methods [16] and similarity based techniques [18,16] among several others.

In the above works the same learning algorithm have been used for building the
classification models of all of the authors in consideration. An exception is the work by
Escalante et al. [9], where particle swarm model selection (PSMS) was used for building
specific classification models for each author. The hypothesis of that work is that by
considering specific methods for preprocessing, feature selection and classification for
each author will increase the classification performance. Satisfactory performance was
obtained in the task of AV (i.e., binary classification), although AA performance (i.e.,
multiclass classification) was limited (because of the incompatibility of scales for the
outputs of different models, see [8]). Since PSMS has proved to be very effective for

1 http://pisis.fime.uanl.mx/
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diverse binary classification tasks [5,6,9] in this paper we adopt a modified PSMS for
the AV task and we used standard learning algorithms for the AA task in the PAN’11
Authorship Identification track.

While standard learning algorithms have been used for AA and AV, a wide diver-
sity of features have been used for representing documents, including, character, lexical,
syntactical, grammatical and semantic, among others [12,16,27]. Nevertheless, the most
used representation is still the one based on the bag-of-words formulation. In particular,
the bag-of-words formulation using character n-grams has terms have been successfully
used by several researchers [9,10,13,22]. In this paper we adopted an extended bag-
of-words representation for documents called the document occurrence representation
(DOR) [19]. Under DOR documents are represented by a distribution of occurrences
over other documents in the corpus, in such a way that documents are represented by
their context. DOR has been successfully used in term clustering [21], word sense dis-
ambiguation [11] and multimedia image retrieval [7].

3 Authorship verification

Three AV tasks we evaluated in the PAN’11 authorship identification track. For each
task organizers provide sample documents written by the author (training set) and doc-
uments written by the author and other authors (validation set). The developed method
was tested in documents from the test set (of course, labels in the test set were not avail-
able to participants during the competition). Since both, training and validation data are
available during development we merged the documents in the training and validation
sets for training our method. Table 1 shows the number of documents written and not
written by the author of each data set in the training, validation and test sets.

Table 1. Number of documents written (Y) and not written by the author (N) in the training,
validation and test sets.

Data set Training Validation Test
Y Y N Y N

Verify-1+ 42 3 104 3 92
Verify-2+ 55 3 95 5 101
Verify-3+ 47 3 100 4 89

3.1 Features

In our approach to AV we used documents in the training and validation sets as training
data for training a classifier that discriminates between documents written by the author
and documents written by any other author. Documents were represented by their bag-
of-words using character n-grams as terms, with n = 3. Spaces and punctuation marks
were considered characters. We did not use the distributional term representation for



this task because of the small number of documents in the training and validation sets,
see Section 4.

3.2 Classification approach

Once that documents are represented by their bag-of-words we used Ensemble Par-
ticle Swarm Model Selection (EPSMS) for the selection of classification models for
each data set. EPSMS is a method for the automatic selection of binary classification
models [6]. In a nutshell, EPSMS searches for the best ensemble method that can be
generated by using the methods available in a machine learning toolbox 3. An ensemble
is a classification model that combines the outputs of several classifiers. Under cer-
tain conditions, it has been shown that ensembles can achieve better performance than
individual models [3]. In previous work we have shown that EPSMS can select very
effective ensemble classification models [6,4]. A distinctive feature of EPSMS is that
each of the members of the ensemble is a method that differs in terms of preprocessing
method, feature selection technique and learning algorithm. The heterogeneity of the
considered models (diversity) together with the competitive accuracy (performance) of
models guarantee selecting very effective classification models. See [6,4,5] for further
details on EPSMS.

For each AV data set we provide as input to EPSMS the training+validation data and
EPSMS returns a ensemble classifier. Although EPSMS provides very stable classifi-
cation models [6,4] in this work we wanted to obtain even more stable models. There-
fore, we adopted a meta-ensemble approach in which the outputs of several ensembles
(each one selected with EPSMS) were combined. The intuition behind this technique is
that by running EPSMS several times and combining the outputs of the corresponding
methods we could more stable predictions. Stability is very important in EPSMS as this
method is based in a heuristic search method, besides the search space contains many
local minima.

The meta-ensemble approach is as follows. For each AV data set we ran EPSMS 5
times. Then the selected ensembles were applied to the test data set. As a result we have
for each test document the five outputs provided by the 5 ensembles. The output of each
ensemble is a real number between [0, 1] expressing the confidence that the sample
belongs to the positive class. The outputs of each ensemble are sorted in descending
order in such a way that test documents that are more likely to belong to the positive
class (i.e., documents written by the author) are ranked in the first positions. For each
ranking we keep the top-10 ranked documents. Then, for each document in the union
of the 50 documents we count the number of rankings in which they appeared within
the top-10 positions(a number between 1 and 5). Finally, we sort the test documents by
this number and assign the positive label to the top 10 ranked documents.

Our hypothesis with this method is that if the document is likely to be written by
the author it is very likely that the document will receive a high score from several
EPSMS ensembles. Documents not written by the author of interest may appear in the
top ranked documents for one or two ensembles, although it is reasonable to assume
that the top ranked documents are those with more chances to be written by the author.

3 http://clopinet.com/CLOP
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The choice of the top 10 ranked documents was done by analyzing the outputs of the
different ensembles. We found that after 10 documents most of the documents received
very similar scores in the test set.

4 Authorship attribution

As mentioned in the related work section, the performance of PSMS [5] and EPSMS [8,4]
for multiclass classification models is not as good as for binary classification tasks.
Therefore, we decided to adopt a different approach for the AA task. In particular, we
focused on the evaluation of an extended bag-of-words representation for documents
and used a standard classification model. Table 2 summarizes the main statistics of the
AA data sets for the PAN’11 Authorship Identification track.

Table 2. Description of the AA data sets. Standard data sets are those not including additional
authors not available during training. While plus data sets (+) may include documents written by
authors that were not represented in the training set. For each data set and each partition we show
the number of documents and between parentheses the number of classes.

Data set Training Validation Test
Small 3001 (26) 518 (23) 495 (23)
Small+ 3001 (26) 601 (43) 634 (45)
Large 9337 (72) 1298 (66) 1300 (64)
Large+ 9337 (72) 144 (86) 1416 (87)

4.1 Features

The bag-of-words representation using character n-grams as terms is among the most
used representations for documents in AA [9,10,13,16,22,27]. Despite the fact that ac-
ceptable performance has been obtained with such representation in AA, we think that
results obtained with such representation can be improved by adopting extended rep-
resentations. Several extensions to the bag-of-words approach has been proposed in
closely related fields as information retrieval [1], computational linguistics [19] and
machine learning [20]. In this work we explore the suitability of the document occur-
rence representation (DOR) for document representation in AA.

DOR is a distributional term representation in which a document is represented by a
distribution of occurrences over other documents in the same corpus [19]. Intuitively, a
document is represented by its context. The process for obtaining the DOR representa-
tion for documents is as follows. First, each term in the vocabulary is first represented as
a distribution of occurrences over documents. Next, each document is then represented
by a combination of the representations of terms that occur in the document.

DOR is considered the dual of the tf-idf representation for representing documents:
as documents can be represented by a distribution over the terms, terms can be repre-
sented by a distribution over documents. Each term tj in the vocabulary V is represented



by a vector of weights wdor
j =< wdor

j,1 , . . . , wdor
j,N >, where N is the number of docu-

ments in the collection and 0 ≤ wdor
j,k ≤ 1 represents the contribution of document dk to

the representation of tj . Specifically, we consider the following weighting scheme [19]:

wdor(tj , dk) = df(tj , dk)× log
( |V |
Nk

)
(1)

where Nk is the number of different terms that appear in document dk and df(tj , dk) is
given by:

df(tj , dk) =
{

1 + log
(
#(tj , dk)

)
if #(tj , dk) > 0

0 otherwise (2)

where #(tj , dk) denotes the number of times term tj occurs in document dk. The
weights are normalized using cosine normalization. Intuitively, the more frequent the
term tj occurs in document dk, the more important dk is to characterize the semantics
of tj ; on the other hand, the more different terms occur in dk, the less it contributes to
characterize the semantics of tj .

Once that each term is represented according to Formula (1) each document is rep-
resented by the unweighed sum of the representations of terms that appear in the docu-
ment. In this way, a document is represented as a distribution of occurrences over other
documents in the collection. Our hypothesis on the use of DOR for AA is that the ex-
panded representations are more descriptive than the usual bag-of-words approach. We
did not use this representation for the AV task because the number of documents in
the different tasks are very small (see Table 1), which resulted in very low dimensional
representations of documents.

4.2 Classification approach

For classification we used the neural network classifier implemented in the CLOP tool-
box [26]. We selected this classifier after performing a preliminary evaluation of several
classification algorithms. We found that the combination of DOR representation and
neural network classifier achieved the highest performance in the validation data sets.
For the standard data sets, see Table 2, we used a straight multiclass classifier (one-
vs-all approach), where a class corresponds to an author. For the plus data sets (i.e.,
data sets that contain documents not written by any author in the training set). We used
a multiclass classifier with an extra class: unknown author. We just considered docu-
ments not written by any author in the training set as another author. Recall, we used
training+validation data for training the classifiers.

5 Evaluation

This section reports the results obtained with the proposed methods in the authorship
attribution track of PAN’11. We first analyze the performance of the AV methods and
then that of the AA techniques.



5.1 Authorship verification

Table 3 shows the results obtained in the AV data sets. The results are mixed: our
EPSMS approach obtained the first position in the second data set, although it was
ranked ninth in the third data set. For the data set Verify-1, a single document written
by the author (out of three available) was identified, this document was ranked second
according to the weights generated with the meta-ensemble approach. The other two
relevant documents did not appear in the top ranked documents for any of the 5 en-
sembles. For the Verify-2 data set 4 out of 5 documents were identified by the EPSMS
approach, while no author was correctly identified for the Verify-3 data set 3.

Table 3. Experimental results in the AV task. We show Precision, Recall and F1 measure.

Data set Precision Recall F1 Sum-Ranks Overall Rank
Verify-1 0.1 0.333 0.154 17 6th out of 10

Verify-2 0.4 0.8 0.533 11 1st out of 10

Verify-3 0 0 0 30 9th out of 10

From Table 1 we can see that the problems are imbalanced and the fact that nega-
tive examples (documents written by other authors) are made of documents from dif-
ferent authors further complicated the classification problem. Nevertheless, the results
obtained with the proposed formulation are interesting and give evidence that the clas-
sification approach to AV can be very effective. We believe the proposed method has
potential for this and other binary classification tasks, although we would like to con-
duct an extensive evaluation of the proposed approach in order to detect what factors
influence the performance of the proposed technique. A limitation of the proposed ap-
proach is that it ranks documents that are more likely to be written by the author, and
then a threshold (top 10-ranked documents) must be used for determining what doc-
uments were written by the author. In future work we would like to study alternative
formulations for the combination of the outputs from different ensembles.

5.2 Authorship attribution

Table 4 shows the official results obtained by our methods in the AA task. Overall, we
can say that results were very competitive. Our entries were above the average perfor-
mance among other participants. The results were particularly positive in the Small data
sets where our method is ranked second and third. Interestingly, the DOR representation
resulted more helpful for the data sets that included authors not seen in the training set.
Giving evidence that a classification approach for modeling unknown authors can be an
effective solution for this AA scenario. The performance in terms of macro and micro
average measures was proportional.

In order to evaluate the advantage of the DOR representation over a standard bag-of-
words formulation we performed post-competition experiments4. We performed exper-

4 Participants were provided with the labels for test set documents after the competition finished.



Table 4. Experimental results in the AA task. We show Macro Average (MA) and Micro Average
(MI) Precision (P), Recall (R) and F1 measure (F1). Column Sum-Ranks shows the sum of
ranks across the different measures, we also show the overall ranking achieved by each entry.

Data set MA-P MA-R MA-F1 MI-P MI-R MI-F1 Sum-Ranks Overall Rank
Small 0.676 0.381 0.387 0.709 0.709 0.709 19 3rd out of 17

Small+ 0.65 0.201 0.193 0.578 0.573 0.575 16 2nd out of 13

Large 0.608 0.294 0.303 0.508 0.508 0.508 48 8th out of 18

Large+ 0.53 0.203 0.191 0.446 0.446 0.446 29 5th out of 13

iments using the same classification-based approach described in Section 4, although
using a binary bag-of-words representation with character n-grams as terms. The same
neural network with the same (default) parameters as used with the DOR representation.
Table 5 shows the performance obtained by the classifier with both representations.

Table 5. Experimental results in the AA task using DOR and the bag-of-words (BOW) repre-
sentations. We show Macro Average and Micro Average F1 measure, accuracy and the rank that
would be obtained by the different representations using only the F1 measure values. For the plus
data sets we were unable to reproduce the performance measurements provided by the organizers,
therefore we do not show the computed results for those data sets.

Data set Accuracy Macro-F1 Micro-F1 Sum-ranks
DOR BOW DOR BOW DOR BOW DOR BOW

Small 70.91 67.88 0.387 0.418 0.709 0.678 3 4
Small+ 57.25 55.20 0.709 0.552 0.193 - 2 2
Large 50.76 62.53 0.303 0.463 0.507 0.6254 8 3
Large+ 44.56 53.24 0.446 0.532 0.191 - 5 2

Results are mixed: for the Small data sets the DOR representation outperformed
the performance of the bag-of-words formulation. While the improvement in terms of
accuracy is considerable the ranking of both methods was not significantly affected. On
the contrary, in the Large data sets the bag-of-words approach outperformed the DOR
representation. The differences in all of the measures are considerable (more than 10%
in accuracy). Note that the ranking for the Large data sets are considerably reduced for
the bag-of-words approach. This result was somewhat unexpected, as one may think
that since in the Large data sets we have more documents available, the DOR represen-
tations can be more informative (richer). We think that this results are due to the fact that
having more classes there can be an overlap in the representations for documents that
belong to different classes. We will try to clarify this behavior in future work. Another
issue could be that the number of documents over which compute the DOR representa-
tion (and even the selection of which documents are used) can have an important impact
into the performance of methods based on this representation.



6 Conclusions

We described the methods adopted for the PAN’11 Authorship Identification track. Dif-
ferent methods were proposed for the attribution (AA) and verification (AV) tasks. For
AV we used EPSMS a tool for the automated selection of ensemble classifiers. Our
results show that EPSMS is a very competitive method although it still can further im-
proved. In particular we would like to study different ways to determine that a document
has/hasnot been written by an author from the outputs of several ensembles selected
with EPSMS. For AA we adopted the document occurrence representation and used a
standard classifier. We found that in the Small data sets the DOR representation resulted
very helpful, although it was not the case for the Large data sets. It is interesting, and
somehow disappointing, that a simple bag-of-words representation outperformed the
DOR-based approach in the Large data sets. We would like to analyze in more detail
the benefits of DOR for AA and what factors affect the performance of methods based
on that representation.
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