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Abstract
In recent years, the rise of influential individuals in cryptocurrencies on social media has played a significant
role both on the internet and in investments. One of the major challenges in this area is determining
which users are experts or influencers who can directly contribute to the value of cryptocurrencies. In this
instance, PAN 2023 created the task "Profiling Cryptocurrency Influencers with Few-shot Learning" in
which we are participating [1]. Our solution approach for this task involves using the BERT model with a
preprocessing layer, where we achieved classification results with over 92% precision for all three subtasks
included in this challenge.
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1. Introduction

Since the emergence and popularity of Bitcoin in 2009[2], new ways of conducting commerce
have arisen. Similarly, the internet has played a significant role in making this cryptocurrency
popular worldwide. In this case, we are primarily referring to social media networks. As we have
seen in recent years, social media has been a very useful mechanism for communication, whether
it’s for viralizing content such as videos or photos, or for staying informed about world news.
Therefore, to promote the growth of this new way of conducting commerce, it is undoubtedly a
good approach to encourage investments in a new market. As we come to understand, the value
of cryptocurrencies is not regulated like traditional currency, and much of their value depends on
the demand from investors, which can be used to create a "bubble" in their value [3].

Many of the top cryptocurrency influencers are investors or creators themselves. One example
is Vitalik Buterin, who is the creator of Ethereum [4], which is one of the most well-known
cryptocurrencies worldwide. We can see that Vitalik has a deep understanding of cryptocurrencies
and blockchain, making him an influencer in this field. With his comments on social media, he
can contribute to or harm the value of his cryptocurrency in the market. Due to the free use of
social media and the ability for anyone to express their opinions on any topic, it becomes difficult
to determine who truly has influence and the impact they can have on their community. Financial
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bubbles, mainly driven by speculation, can rise or fall based on societal speculation on social
media [3].

On this occasion, PAN has decided to launch the task "Profiling Cryptocurrency Influencers
with Few-shot Learning" where it proposes a series of influencer profiling and other classifications
with limited training data [5] [1]. To solve this task, we decided to use the BERT model with
different text configurations, which we will detail later on.

2. Corpus

To solve this task, PAN introduced a corpus that is divided into three subtasks to classify:

1. For the first subtask, there are 160 users with the following classifications: non-influencer,
nano, micro, mega, and macro.

2. In the second subtask, we have 320 users with the following classifications: technical
information, price update, trading matters, gaming, and other.

3. For the last subtask, we have a total of 256 users with the following classifications: subjective
opinion, financial information, advertising, and announcement.
The complexity of this task lies in the number of samples. In this case, we have one tweet to
perform the classification of each user.

3. Methodology

Regarding Twitter, in previous tasks, we had been using different classifiers and methods to
profile users for different tasks. For example, in PAN 2019 [6], we used an N-gram configuration
with various classifiers such as RandomForest, SVM, and LinearSVM, but we had much more
data for the classifications[7]. Due to this, we decided to use BERT [8], with a small amount
of training data, methods that incorporate "Attention" are assumed to be the most suitable for
finding a solution[9].

3.1. Pre-processing steps

As in every text-related task, we always recommend using a preprocessing layer before directly
using the models. The use of preprocessing on the data helps transform, clean, and prepare it for
analysis or modeling. This helps improve the data quality and facilitates its use in algorithms and
models.

The next configuration is using for the three subtasks:

Lowercase Were transform all tweets into lowercase to standardize the texts for the model.

Links were changed by the label ’link’ within the data.

User Mentions are changed by the ’usermention’ label that the tweets contain.



Hashtags the ’hashtag’ label was modified and placed.

Emojis The emojis were modified and the label ’emoji’ was placed.

Other symbols The symbols that are not registered within the ASCI reference standard are
eliminated within the data set.

4. Experiments

In the past task, we used N-gram structures, used N-grams of words and N-grams of characters,
mainly for tasks that involved social networks, since they showed outstanding results with this
type of arrangement.The results of these experiment are in the Table 1 and Table 2. All the
results obtained in this work were tested with Accuracy except Table 5 where show the results
with F1 because this is the metric which PAN evaluates the results[1].

Since the results with the combination of Ngrams did not have the expected precision, it was
thought to implement another model to carry out the profiling.

In PAN 2022[10], Wang Bin [11] used BERTweet [12] obtaining a result close to 95% accurate
with this methodology, so he experimented with it, Table 3 shows the results.

Although the results with BERTweet were better, we decided to test with the BERT configura-
tion as we wanted to compare a similar model across all three subtasks. We used a batch size
configuration of 16. Previously, we used 32, but with a batch size of 32 and 8 epochs, it required
more than 22 GB of GPU memory.

All our experiments were conducted using GPU to accelerate processing and enable paral-
lelization of the processes.

Table 1
Results of combinations N-grams character accuracy

N-grams character subtask1 subtask2 subtask3
2-3-4-5-9 61.22 63.12 61.98
3-4-5-9 62.45 62.91 62.38
5-7-8-9 64.37 65.74 64.40

8-9 71.21 71.95 72.06

Table 2
Results of combinations N-grams words accuracy

N-grams words subtask1 subtask2 subtask3
2-3-4-5-9 71.87 72.90 71.99
3-4-5-9 81.25 83.02 82.76
5-7-8-9 80.30 81.07 82.28

8-9 82.71 83.99 83.54



Table 3
Results of BERTweet accuracy with and without preprocessing layer

task without preprocessing layer with preprocessing layer
subtask 1 86.21 86.98
subtask 2 87.12 88.76
subtask 3 90.14 92.33

Table 4
Results of BERT accuracy with and without preprocessing layer

task without preprocessing layer with preprocessing layer
subtask 1 89.34 92.34
subtask 2 93.21 95.44
subtask 3 95.88 96.94

Table 5
Results of BERT F1 with and without preprocessing layer

task without preprocessing layer with preprocessing layer
subtask 1 79.02 86.77
subtask 2 81.33 83.44
subtask 3 81.54 85.01

Table 6
Results of DistilBERT, TinyBERT and RoBERTa accuracy with preprocessing layer

task DistilBERT TinyBERT RoBERTa
subtask 1 83.29 75.21 93.14
subtask 2 85.12 76.84 95.61
subtask 3 85.98 77.23 97.03

Furthermore, by reducing the batch size, we were able to add an extra epoch, significantly re-
ducing GPU consumption while maintaining precision at a very similar level. Both the BERTweet
and BERT results were obtained using 9 epochs, and with this configuration, we achieved the
best results without overfitting the models. The results we chose to participate with were from
the BERT model, and the results for all three subtasks are shown in Table 4.

Regarding the results using BertTweet, which were not as expected, we tried other BERT
configurations to see if we could improve the results. Therefore, we used three more variations:
DistilBERT[13], RoBERTa Liu et al. [14], and TinyBERT[15].

As shown in Table 6, the results with DistilBERT and TinyBERT were very close but not
the best for the task. On the other hand, with RoBERTa, the results improved compared to
BERT, but they were not outstanding either. The issue with RoBERTa was the time and resource
requirements. With BERT and the mentioned hyperparameters, the training took around 45
minutes. In contrast, with RoBERTa, it took approximately 4 hours and 40 minutes. These tests
were performed using a 13 GB GPU. Consequently, we decided not to use RoBERTa because we
did not consider its results to be significantly better than BERT.



5. Conclusions

Given the mechanism of BERT, it is a powerful option for tweet classification due to its ability
to understand context and utilize attention, which can be highly beneficial when there is limited
training data. These combined advantages can significantly enhance the accuracy and classifica-
tion capability of tweets. Despite the challenge of training with limited data, it is interesting and
useful that models work with these characteristics since data collection can be costly and, in some
cases, difficult. This makes machine learning more straightforward and accessible, allowing for
faster adaptation to the real world.

An outstanding observation from these experiments was the use of BERTweet [12] and
BERT[8]. Although both models are based on the Transformer architecture, they were trained
on different datasets, highlighting their distinct approaches. While the accuracy of BERTweet
was not bad, we definitely preferred using BERT as it demonstrated better precision with limited
data. These findings are highly interesting, and in our opinion, they should be utilized in other
experiments.

The use of social media is filled with opinions, highlighting the importance of learning who
shares the truth. In the case of cryptocurrency influencers, they can be a reliable source of
information, but the challenge lies in knowing who is truly an expert or a trustworthy person on
the internet. These types of experiments promote the use of truth on social media, although when
it comes to investments, it is best to seek advice and assistance from a professional in the field
before investing or making decisions on these matters.
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