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Abstract
Fanfiction platforms become very popular. However, since fan fiction stories can also contain content
that can be disturbing to readers, it is important to assign appropriate warnings to them. The automatic
assignment of 32 trigger labels to fanfiction works is addressed by the Trigger Detection task of PAN’23
in terms of a multi-label document classification. This paper presents a two-stage approach in which
the final multi-label classification was preceded by a pre-classifier that predicted newly formed upper
classes of trigger warnings. For both classifiers, features based on fastText word-embeddings and semi-
supervised topic modeling were used. Multi-Layer-Perceptron (MLP) was used as classifier in both stages,
and its performance was compared with Random Forest (RF) for the first classifier. The applicability
of the two-step approach was shown in a comparison with a traditional one-step procedure. The best
model achieved a micro F1-score of 0.54.
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1. Introduction

Fanfiction web forums, where fans can write and publish stories inspired by existing fictional
works such as books, films, TV series or cartoons [1], are becoming increasingly popular. For
instance, the fanfiction platform Archive of Our Own (AO3) currently, as of May 2023, has over
five million users and hosts over eleven million works in approximately 58,000 fandoms (sub-
categories) [2]. One reason for this popularity is that fanfiction platforms allow inexperienced
authors to publish stories without the pressure of earning money and being well appreciated by
a broad mass of society [3]. However, this also implies that fanfiction stories more often contain
scenarios with physical, emotional and sexual violence, even if these were not included in the
original work [4], as is the case with many Harry Potter fanfiction works, for example [5].

To protect sensitive readers for whom such content may evoke negative emotions, especially
those who have experienced traumatic events, trigger warnings have been suggested [6]. Ac-
cording to Cambridge Dictionary, those are defined as “[...] a statement at the start of a piece
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of writing, video, etc. warning people that they may find the content very upsetting [...]” [7].
Writers are, on the platform AO3 for example, encouraged to add trigger warnings to their
stories themselves, if necessary [8]. However, AO3, also offers the “no warning” option [1],
so not all stories come with appropriate warnings. Furthermore, the perception of whether
content is emotionally upsetting is often subjective [5], so an author may choose not to warn
readers even though some readers may find the story upsetting.

One way to address these problems is to automatically assign trigger warnings to fanfiction
stories. This is one mission of the PAN’23 competition [9]. The task called Trigger Detection
consists of automatically assigning all appropriate trigger labels from a set of 32 labels to
fanfiction works in terms of a multi-label document classification [10].

In this paper the detection of trigger warnings is divided into two stages: First, MLP and RF
were compared to predict newly formed superclasses of trigger warnings. Then, the predictions
were used as features for the final classification using 32 binary MLPs. In addition, features
based on fastText and semi-supervised topic modeling were considered for both classifiers.

The paper is structured as follows: First, related work is presented in Section 2. An overview
of the data is given in Section 3, followed by the description of our methodology in Section 4.
Then our results are presented and discussed in Section 5. Finally, a brief conclusion and an
outlook on future development are given in Section 6.

2. Related Work

To the extent of our knowledge, the only work that has addressed the assignment of trigger
warnings to fanfiction or more generally to fictional texts, was presented by Wolska et al. [1].
In this work, the authors demonstrated that a Support Vector Machine (SVM) with n-gram
features can already achieve promising results and even outperforms the state-of-the-art model
Bidirectional Encoder Representations from Transformers (BERT) [11]. However, they only
focused on a single trigger type, i.e. violence, and hence performed a binary classification,
whereas for the PAN-2023 competition, trigger detection is designed as a multi-label document
classification [10].

The task of multi-label classification has so far been addressed, for example, as a hierarchical
multi-label classification of blurbs into genres [12] or in the field of detection of offensive lan-
guage and hate speech [e.g. 13, 14]. The second mentioned task is in some ways similar to trigger
detection, since the warnings used to label the fanfiction stories include several sub-forms of
discrimination, such as racism, sexism, and transphobia, as well as abuse, including verbal abuse
[8]. Approaches to multi-label classification in this domain included using classifiers such as
neural networks that can be directly applied to the multi-label problem [13, 14], transforming the
problem into multiple binary classification problems [15, 16, 17], or using classifier chains [18],
first described in [19, 20]. The latter has shown promising results, for example in the multi-label
classification of abusive language in German tweets [18], but is accompanied by the difficulty
of having to determine the order of the classifiers in the chain [21]. Besides, a hierarchical
approach has been proposed by some authors [17, 22, 23] for multi-label classification, where
the final classifier is preceded by a binary classifier. For example, Prabowo et al. [22] proposed
five different hierarchies for multi-label classification of hate speech in Indonesian, in most



of which a distinction was first made between hate speech and abusive language, and then
different subtypes of hate speech were classified. Although this work is similar to our approach
in terms of hierarchical approach, two major differences exist: While in the work by Prabowo
et al. [22] as well as furthermore by Joshi et al. [17] a binary classifier was used in the first stage,
here a multi-label classifier was applied instead. Furthermore, Prabowo et al. [22] as well as
Joshi et al. [17] trained the second classifier exclusively on documents that had been classified
as hate speech in the first stage. In contrast, in the work described here, the second classifier
was trained on the entire dataset and the predictions of the first classifier were used as features.
This ensured that incorrect results in the first stage had less impact on the final result.

Furthermore, in addition to the approach to multi-label classification, the features used are
also of high importance. In this work, the focus was on the use of word embeddings and topic
modeling for feature engineering, so the following description of similar work will also focus on
these two features. Word embedding based features have again been applied for the detection
of hate speech respectively offensive speech [e.g. 24, 25, 26, 27]. They have an advantage over
common Bag of Words (BoW) features in that they take into account semantic and syntactic
meaning of words [28]. Consequently, features based on fastText word embeddings were shown
to outperform traditional features such as word n-grams weighted by TF-IDF in binary [24]
and fine granular offensive language classification of German tweets [18]. Some previous work
[e.g. 26, 29] has used word embeddings trained on large external corpora consisting of, for
example, Wikipedia articles [30]. However, as Lai et al. [31] demonstrated in a comprehensive
study, training word embeddings on a dataset of a domain that differs considerably from the
training corpus for the classification task can have a negative impact on text classification
performance. Since the training dataset in this work consisted of fictional texts [8], as opposed
to the underlying datasets of most of the pre-trained word embeddings, the word embeddings
used here were trained analogously to the trigger warning classifiers based on the fanfiction
documents provided by the PAN’23 organisers, so we used an approach similar to, e.g. Niemann
[18].

Topics have been widely used as features for automatic classification, including detection of
mental illness and psychosocial risk in texts such as diary entries and posts on social media [e.g.
32, 33, 34]. Research in this area in particular is also relevant to the task of trigger detection, as it
shares similarities with the identification of trigger warnings such as suicide, self-harm, mental
illness, and eating disorders [8]. Most previous work used topic probabilities of documents as
features [e.g. 33, 34, 35] obtained by applying topic modeling algorithms such as Latent Dirichlet
Allocation (LDA) [e.g. 33, 34], originally proposed by Blei et al. [36] and Latent Semantic
Analysis (LSA) [e.g. 34, 35] as described by Deerwester et al. [37]. Topic features were found to
be particularly successful with respect to detecting depression [34, 38], suicide risk [32, 39], as
well as predicting re-hospitalization for mental illnesses [35]. A limitation of these approaches,
however, is that they all used unsupervised topic modeling algorithms for feature extraction.
Thus, Churchill et al. [40] points out that unsupervised topic models do not necessarily produce
the desired topics. Rather, for the purpose of text classification, it would be desirable if the
generated topics were related to the known categories of the dataset. Addressing this problem,
an important contribution of this work is to use semi-supervised topic modeling, as proposed
by Lu et al. [41], to generate the topics related to the categories.



Table 1
Manual Grouping of the trigger warnings into six upper classes by its meanings.

Coarse topic Trigger warnings

birth/ pregnancy childbirth, abortion, pregnancy, miscarriages
discrimination racism, sexism, transphobia, fat-phobia, ableism, classism, misogyny, homopho-

bia
impairment mental-illness, eating-disorders, body-hatred
violence violence, dissection, abduction, animal-cruelty, abuse, child-abuse, self-harm,

blood, kidnapping
death death, animal-death, dying, suicide
sex sexual-assault, incest, underage, pornographic-content

3. Data Description

The Webis Trigger Warning Corpus 2022 (Webis-Trigger-22), created by Wiegmann et al. [8],
constituted the underlying data foundation for the Trigger Detection task. The data consists
of a training set (307,102 documents), validation set (17,104 documents) and test set (17,040
documents), where the documents have lengths from 50 to 6,000 words. The documents are
labelled with 32 possible trigger warnings. It is a multi-label task, which means that each
document is provided with zero, one or more labels. The label “pornographic-content” is with
238,075 occurrences in the training set much more dominating in the corpus than all other
labels. The second most frequent label is “sexual-assault” with 31,320 documents. Twelve labels
occur less than 1,000 times in the training set, with the “animal-cruelty” label being the rarest
with 150 occurrences.

A manual review of the 32 labels showed that many of them are very similar having just
slight differences in its meanings. Therefore, the labels were manually summarized into six
super classes (Table 1) which are later used as additional features in different ways. Thereby
every label was assigned to exactly one of the coarse topics.

4. Methodologies

To solve the task of multi-label classification of trigger warnings, two different approaches were
compared. In both cases, fastText word embeddings [42] and semi-supervised topic modeling
[41] served as features. The first approach formed our baseline. Here, 32 MLPs were each
trained as a binary classifier for one of the 32 trigger warnings using only the previously
mentioned features (MLP_S). In contrast, the second approach implemented a two-stage process
that results in runs MLP_E1 and MLP_E2. During the first stage, we calculate the probability
of each text belonging to each of the superclasses described in Section 3. Here we compared
to methods, namely MLP and RF. In the second stage, the predictions of the first stage were
considered as additional features for the final multi-label classification using the 32 MLPs. The
next subsections describe the methods in more detail. The entire workflow that led to the
submitted results is outlined in Figure 1.



Figure 1: Workflow of the proposed approaches that led to the three submitted runs.

4.1. Data Preprocessing

First, several pre-processing steps were performed on the given datasets. These included normal-
ising the texts by expanding contractions and converting all words to lower case. Furthermore,
HTML tags, escaped characters, URLs, punctuation marks and stopwords were removed. Words
were lemmatized to be able to represent inflected forms that have the same meaning as a single
unit and to reduce sparsity [43]. Numbers were replaced by the word “number”, as specific
numbers might not be relevant but the knowledge of an occurrence of a number in general
could point to different trigger warnings.

4.2. Creation of Document Vectors

As a basic feature representation document vectors were determined from fastText word-
embeddings [44]. Therefore, a fastText skipgram-model with a window size of five and minimum
word count of three was trained on the preprocessed training- and validation data to represent
the words as 200-dimensional word vectors. fastText was used as it has the advantage to be
able to also represent out-of-vocabulary-words by using character n-grams in the background
[44]. From the word-embeddings, document vectors 𝑑 were computed by summing up the
word vectors 𝑣 multiplied with its term frequencies 𝑡𝑓 of the preprocessed documents[45] (see
Equation (1)):

𝑑𝑖 =
𝑛∑︁

𝑗=1

(𝑡𝑓𝑗 · 𝑣𝑗) (1)

Finally, the document vectors were normalized by scaling each vector to unit norm.

4.3. Guided Topic Modelling

To generate additional features to the fastText word-embeddings a semi-supervised topic model
was trained with the goal to separate superclasses described in Section 3. A semi-supervised
topic model was used to guide the model which topics to separate. It was trained based on



Table 2
Extracted bi-grams used as seed words for semi-supervised topic modeling.

Coarse topic Seed words

birth/ pregnancy baby shoe, pregnancy now, male carrier, may pregnant, baby gender, maternity
pant

discrimination officer bower, faggot word, mook knife, nash look, want fag, cecil belly, blood doll
impairment spectrum disorder, know bipolar, binder feel, trauma holder, know autistic, purge

night
violence macaroni fuck, bubble bass, bitter root, psycho delic, robber girl
death quirkless useless, funeral want, baby assassin, drooly loser, concept death, stealth

shadow
sex leg spread, now want, wrap around, around cock, finger inside, wrap lip, swirl

tongue, mouth kiss, woundfucker number

word-bi-grams as they contain more information and can better capture the meaning of the
texts compared to unigrams. The semi-supervised bi-gram topic model requires only few seed
bi-grams describing each topic as input. Therefore, a seed bi-gram list for every superclass had
to be created. For simplicity, the word bi-grams will be referred to as words in the following,
even though word bi-grams are meant. In the following, first the extraction of seed bi-grams is
described before details about the topic model are introduced.

The main challenge in this part was the imbalance of the dataset and in particular the
dominance of the label “pornographic-content”, to which more than 75% of the texts belong. In
fact, there is no trigger warning that did not occur at least once at the same time as this one.
This leads to the assumption that there is a fraction of the vocabulary shared by “pornographic
content” with every other trigger warning. To address this problem, a background corpus
containing all pre-processed documents labeled only “pornographic-content” was created which
was later used to remove noise in other documents caused by pornographic content related
vocabulary. In a second step, six folds of documents were created - one fold for each of the
superclasses. Each fold contained all documents, that were labeled at least with one label
contained in the superclass. Documents being labeled with trigger warnings from different
superclasses were assigned to each respective fold. To extract meaningful and class separating
seed words for each of the six superclasses from the respective bag of documents, words
appearing frequently in the pornographic background corpus should be ranked low for the
seed word extraction. To achieve this, the relative term frequencies of the word bi-grams of the
coarse class bags were divided by each words relative frequency in the background corpus. As
a result, words being frequent in a upper class bag of documents and rare in the background
corpus are ranked high. Therefore, high ranked words are significant for the respective upper
class. To omit zero divisions in this process, terms not occurring in the background corpus were
set to a very small frequency (1−20). Finally, from the 50 highest ranked words in each upper
class document bag, meaningful five to nine word bi-grams were manually selected from each
topic. The resulting seed words for each topic are listed in Table 2.

Subsequently, the extracted seed words were used as input for Seeded LDA, a semi-supervised
extension of LDA originally proposed by Lu et al. [41] and further improved by Watanabe and



Baturo [46]. In this approach, pseudo-counts were added to the seed words before fitting the
topic model to bias the model towards extracting topics associated with the seed words [41, 46].
The use of semi-supervised topic modeling instead of an unsupervised approach made it possible
to establish a direct correspondence between the created superclasses of trigger warnings and
the extracted topics. Furthermore, an additional advantage of semi-supervised topic modeling
is that it is better able to detect rare topics in the data [47], which is particularly important in
this work because, as described in Section 3, topics other than "pornographic content" were
only present to a small extent in the dataset.

In order to create a topic model based on bi-grams, the cleaned documents were tokenized
into bi-grams as an additional pre-processing step. In the following, the topic model was trained
over 500 iterations, where the hyperparameters alpha and beta affecting the concentration of
topic probabilities in documents and word probabilities in topics [46] were set to 0,5 and 0,1. The
pseudo-counts of the seed words were determined in proportion to the size of the vocabulary, as
by Lu et al. [41], and set to approximately 221.000, which is 2 % of the total number of bi-grams
in the dataset. Training the topic model was the most time-consuming step for building our
classification models and took about 15 hours using 32 Intel(R) Xeon(R) Gold 6132 CPUs with
100 GB RAM. In the end the probabilities of the six topics in the documents were considered as
features.

4.4. Coarse Classifier

For the two-stage approach based on the features introduced in the last sections, a coarse
classifier was trained to classify the six superclasses and output another set of topic probabilities.
For this purpose, an MLP with six neurons in the output layer (one for each topic) was trained.
Its architecture contained one hidden layer with 100 neurons and ReLU as activation function.
It should be noted that unlike the fine-grained classifier, only a single multi-label MLP was
used to reduce the training time [48]. Furthermore, the results were compared with an adapted
version of RF for multi-label problems, as described by [49], using 100 trees. As the results of
the MLP outperformed the RF, the experiments were continued using the results of the MLP in
the fine-grained second stage classifier. The training of the MLP took 20 minutes, while the
Random Forest took only two minutes, with both models utilising an AMD Ryzen 9 3900X
12-core processor equipped with 64 GB RAM.

4.5. Fine-Grained Classifier

For the final classification of the labels an ensemble of 32 binary MLPs - one for each class - was
used. The decision to use 32 binary MLPs has been made because results of first experiments
using a single multi-label MLP were not promising. Each MLP was built with three dense layers
of size 128, 100 and 32 where a dropout of 0.1 was applied to the first two layers. After each
layer a ReLU-activation function was applied. As the loss function the cross-entropy-loss was
used with varying label weights 𝑤0 and 𝑤1 to compensate the strong label imbalance in the
dataset. 𝑤0 is the penalty factor for negative classification (label absence) and 𝑤1 is the penalty
factor for positive classification (label present). The weights were computed for each of the 32



Table 3
Short description of submitted runs. 𝜆 is a parameter to control weighting of labels in the loss function
of the MLP.

Run Short description

MLP_S One stage approach using fastText-embeddings and topic model probabilities as input
features and 𝜆 = 1.

MLP_E1 Two stage approach of a coarse classifier (MLP) for the upper classes followed by an
ensemble of 32 MLPs (one for each label). Label weights in the loss function were higher
than in MLP_E2 (𝜆 = 1).

MLP_E2 Two stage approach of a coarse classifier (MLP) for the upper classes followed by an
ensemble of 32 MLPs (one for each label). Label weights in the loss function were lower
than in MLP_E1 (𝜆 = 2 except for “pornographic-content” 𝜆 = 1 was kept).

MLPs with Equation (2):

(𝑤0, 𝑤1) =

(︂
𝑁

𝑁 − 𝑙
,
𝑁

𝜆𝑙

)︂
, (2)

where 𝑁 is the total number of training examples, 𝑙 is the number of occurrences of the
respective label in the training data and 𝜆 is a parameter to control the weights. With 𝜆 ≥ 1
missing a label (false negative) is penalized stronger than a false positive which is necessary in
imbalanced datasets to prevent the network only predict the majority class and therefore to
improve the recall.

For the submitted runs three different settings were tested (Table 3). In MLP_S the document
embeddings concatenated with the upper class topic probabilities of the topic model were used
as input for the binary MLPs. Parameter lambda was set to one. In contrast, MLP_E1 and
MLP_E2 were two staged approaches: on a first stage a coarse classifier was used to predict
topic probabilities on top of the output of the topic model. The input of the final binary MLPs
was a concatenation of the document embeddings, the topic model probabilities and the output
of the coarse classifier. In MLP_E1 lambda was set to one. In MLP_E2 lambda was set to 2 to
soften the penalization except for the label “pornographic-content” for which lambda was kept
one, as it is much more frequent compared to the other labels.

The final classifiers were trained on the whole training set and evaluated using the validation
set. The training of the fine-grained classifier took 50 minutes using an NVIDIA Tesla T4 with
15 GB RAM.

5. Results and Discussion

5.1. Coarse Classifier

The results of the compared coarse classifiers (Table 4) show clearly that the MLP outperformed
RF. In particular the difference in the macro scores is high, whereas the micro scores are in
the same range. Comparing precision and recall, the results show that the main problem was
to identify all topics while not missing some. This worked better in the MLP which was the



Table 4
Comparison of the results of MLP and RF as Coarse Classifier.

Macro-Scores Micro-Scores
Pr Re F1 Pr Re F1

MLP 0.7927 0.3727 0.4502 0.9123 0.7531 0.8251
RF 0.5723 0.2277 0.2628 0.9105 0.6931 0.7871

Table 5
Results of submitted runs on the validation data.

Macro-Scores Micro-Scores
Pr Re F1 Pr Re F1 Acc

MLP_S 0.0822 0.4530 0.1147 0.2751 0.7350 0.4003 0.2149
MLP_E1 0.1135 0.6511 0.1622 0.2655 0.8214 0.4013 0.2602
MLP_E2 0.1209 0.3925 0.1568 0.4451 0.6947 0.5426 0.4523

reason, why the MLP was used to generate the additional topic probabilities for the fine-grained
classifer.

5.2. Fine-Grained (Final) Classifier

The results on the validation set of the three submitted systems (Table 5) with macro F1-Scores
between 0.11 and 0.16 are unexpected low. However the micro F1-Scores with values of 0.40
for MLP_S and MLP_E1 and 0.54 for the MLP_E2 are much higher. The big difference between
the micro and macro scores is due to multiple labels were never predicted. In detail, 15, 5
and 13 labels were never predicted in the respective runs MLP_S, MLP_E1 and MLP_E2. The
lower number of never predicted labels in MLP_E1 coincides with the highest recall in this run.
Nevertheless, the high recall also resulted in a low precision. This problem was addressed in the
MLP_E2 run using different weights (Section 4.5) compared to MLP_E1. By thereby lowering
the penalty factor for false-negatives, the gap between precision and recall could be reduced,
resulting in a higher micro F1-Score. The macro F1-Score is slightly lower as in MLP_E1 as
the macro recall decreased by approx. 0.26, but the macro precision did only slightly increase
(0.0074).

The comparison between the MLP_S run not using the results of the coarse topic classifier and
the MLP_E1 and MLP_E2 using the upstream topic classifier shows, that the results, in particular
the macro scores and accuracy could be improved in the latter systems. This is an interesting
observation as the coarse MLP-classifier used the same features (document embeddings plus
topic model probabilities) that were also put in the final fine-grained classifiers. This means, the
additional system outputting another set of topic weights generates additional features with a
positive impact on the final results. This also leads to the conclusion, that the introduction of
those manually defined coarse topics is helpful for the classification.

The two best performing systems, namely MLP_E1 and MLP_E2, were evaluated on a hidden
test set via the TIRA environment [50]. Table 6 summarises the results on this dataset. The



Table 6
Results of submitted runs on the test data.

Macro-Scores Micro-Scores
Pr Re F1 Pr Re F1 Acc

MLP_E1 0.113 0.631 0.161 0.266 0.818 0.402 0.268
MLP_E2 0.119 0.381 0.152 0.444 0.69 0.54 0.456

highest macro F1 score, which was chosen by the organisers as the primary ranking criterion
[10], was again achieved by MLP_E1 and was approx. 0.16. With this result we have reached
the 6th place of the Trigger Detection task of PAN’23.

6. Future Outlook

Even though the numerical results are low, the tested approaches have potential to be further
improved. By now, the coarse topics were manually created but it is not clear, if those topics are
optimal or if another choice could improve the results. Furthermore, the improvement of the
performance due to the variation of weights in MLP_E2 shows that parameter fine-tuning has a
big influence in this case. Instead of setting 𝜆 in the weight-function (Equation (2)) globally
for all 32 fine grained classifiers, it would likely improve the result if 𝜆 would be optimized for
each classifier separately. In particular for the less represented classes an undersampling of the
negative classes could also help to address the imbalance problem.

Another idea is to use a classifier chain for the final classifiers as done in Bellmann et al. [45].
It is not completely clear but there are likely inter-dependencies between the trigger warnings.
A classifier chain would make use of those dependencies by arranging in a row (chain) taking
outputs of previous binary classifiers as additional inputs for the current classifier. However,
this would require an analysis of dependencies between the classes to find the optimal order of
the classifiers in the chain.
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