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Abstract This paper describes our proposed solution for the Profiling Fake News
Spreaders on Twitter shared task at PAN 2020 [23]. The task consists in determin-
ing whether a given author a set of Twitter posts is a fake news spreader or not,
both for the English and Spanish languages. The proposed approach is based on
modeling both types of users according to four main types of characteristics, i.e.
stylometry, personality, emotions and feed embeddings. Our system achieved an
accuracy of 60% for the English dataset, while 72% for the Spanish one.

1 Introduction

The problem of fake news and rumour detection has gained a lot of attention during the
last years. If users get their news from social media, they encounter the risk of being
exposed to false or misleading content such as hoaxes, rumors and click-bait headlines.
The main advantages for fake news providers is to generate traffic to specific web sites
in order to monetize through advertising [2] or to manipulate politically related facts
[24]. Since the beginning, the massive spread of fake news has been identified as a
major global risk [32]. Countering of fake news is a challenging problem that can be
addressed at two different levels: when fake contents are created and when fake contents
are spread. Concerning the recognition of fake news, several approaches have been
proposed into the state of the art, ranging from unsupervised [33] to semi-supervised
[25] and supervised approaches [11]. On the other hand, to the best of our knowledge,
there isn’t any study for predicting if a given user is more inclined to share a fake or a
real news in online social networks.

The proposed approach, presented for the "Profiling Fake News Spreaders on Twit-
ter" challenge organized at the PAN@CLEF initiative, is one of the first tentatives for
trying to prevent the intentional or unintentional diffusion of inaccurate information. In
particular, we propose to characterize the profile of fake news and real news spreaders,
by exploiting four types of characteristics, i.e. stylometry, personality, emotions and
embeddings.
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2 Related work

Fake news is a phenomenon that has started to grow exponentially during the last ten
years [17]. The leading cause is that fake news can be created and shared online very
quickly, in a not expensive way when compared to traditional news media such as news-
papers. Most of the literature available in this research area is mostly related to the
recognition of fake news. In particular, several approaches are nowadays available in
the state of the art, ranging from methods based on stylistic features and patterns, to
those focused on the source credibility and to the ones concentrated to the propagation
dynamics.

Concerning the approaches grounded on stylistic features, the content is commonly
represented by a set of characteristics [26,19,24,1,6,5,35,7,22], that are consequently
used by any machine learning approach. Examples of such features are readability, psy-
cholinguistic features, punctuation and syntax. For what concerns the methods focused
on source credibility, most of them are based on evaluating the users that have cre-
ated a potential false information by using several cues such as emotions [8,9], users
posting and re-posting behavior [30,15] and content-specific features [10]. Regarding
the approaches focused on the propagation dynamics of fake news, most of the them
are based on epidemic models, which can mathematically model the progression of an
infectious disease [31,16,3]. However, defining proper epidemic model for fake news
is still in its infancy due to their assumptions that in many cases do not match a real
scenario.

In all of the above mentioned approaches, the users play a key role in the creation
and propagation of fake news by consuming and spreading contents that could be fake
or real. To the best of our knowledge, few studies [27,28,29] focus on profiling possible
fake news spreaders in online social media. In this paper, grounding on the main find-
ings achieved by the former approaches, we aimed at modelling fake news spreaders by
profiling users exploiting the most promising characteristics available in the state of the
art. The proposed method, based on stylometry, personality, emotions and embeddings
is detailed in the following section.

3 Proposed Method

The proposed system aims at distinguishing authors that have shared some fake news
in the past from those that have never done it, by characterizing each user according to
the following features:

– Stylometry: the writing style of a user can reveal if it is mainly inclined to fake or
real contents. To this purpose, for each user, we estimated its stylometric profile by
considering language usage, punctuation adoption and part-of-speech frequencies;

– Personality: the behavior of users in social media, such the posts that they create
or the contents that they share, allows us to infer sensitive information such as
personality. Taking into account the Twitter feeds, each user can be associated to a
given personality according its communication skills;



– Emotion: since real news define their contents without attempting to affect the opin-
ion of the reader and, on the other hand, fake news take advantage of the readers
sensitivity, we modeled the emotion conveyed by each user through the spread text;

– Embeddings: since fake news spreaders should be inclined, intentionally or unin-
tentionally, to share specific topics of interest, an embedding representation of such
contents have been derived.

A summary of the proposed vector representation for each user is reported in Figure 1,
where 8-features are used to describe the emotion of the user, 1-feature for its person-
ality, 32-features for characterizing its writing style and 512-features for its content
embeddings.

Figure 1. Proposed user representation

In the following sub-sections, the features extracted for modeling fake and real news
spreaders will be detailed. Once all the above mentioned characteristics have been ex-
tracted for each user, a Support Vector Machines (SVM) classifier, with a linear ker-
nel and default parameters according to the scikit-learn implementation [18] has been
adopted for distinguishing between fake and real news spreaders. The proposed model
has been run on a TIRA architecture [21].

3.1 Stylometric characteristics

Stylometric features can be used as baseline characteristics to profile fake news and real
news spreaders, to therefore train a model to distinguish them. The stylometric features
investigated in this paper are the following ones:

– language usage: average number of sentences, average number of words, average
number of # symbols, @ symbol, frequency of unique words, frequency of com-
plex words (more than 5 characters), average of the number of characters in a word,
frequency of emoji, frequency of offensive words, frequency of stretched words,
frequency of upper-case words, frequency of words starting with upper case, fre-
quency of named-entities;

– part-of-speech: frequency of verbs, auxiliary verbs, adjectives, superlative adjec-
tives, superlative relative adjectives, comparative adjectives, nouns, conjunctions,
adverbs, articles, indefinite articles, pronouns, numbers, first singular person pro-
nouns, first plural person pronouns, second singular person pronouns, second plural
person pronouns, third singular person pronouns related to male, third singular per-
son pronouns related to female, third plural person pronouns related to male, third
plural person pronouns related to female;



– punctuation marks: frequency of punctuation, colon, semi-comma, exclamation
mark, question mark, quotes,

3.2 Personality traits

In order to validate the hypothesis that some personality traits are more keen to spread
fake news than others, we exploited the model based on the Myers Briggs Type In-
dicator (MBTI) [14] to predict the personality type of a given user. In particular, 16
distinct personality types are detected by a 4 axis model that compares the following
dichotomies:

– Introversion (I) vs Extroversion (E)
– Intuition (N) vs Sensing (S)
– Thinking (T) vs Feeling (F)
– Judging (J) vs Perceiving (P)

The choice of the MTBI model has been motivated by the hypothesis that real news
spreaders should belong more likely to the type T and J, for being more predisposed
to reasoning and accurate decision making. On the contrary, we argue that fake news
spreaders should have a personality type E or F, for being more inclined to act according
to their feelings. In order to detect the personality type of each user, we adopted the
MBTI personality classification system that takes the social media posts of a given
user as input and produces as output a prediction of the author’s personality type. To
accomplish this task, only for the English language, we exploited a supervised model
1 based on a Naive Bayes classifiers trained using a publicly available Kaggle dataset2.
The MTBI classifiers is based on two main components: (1) pre-processing of Tweeter
feeds posted by the user and (2) training/inference mechanism based on Naive Bayes
for predicting the personality of a user given its posts.

The pre-processing component, based on NLTK [12], lemmatizes the text, in order
to transform the inflected forms of the same root word to their lemma. Then, through
the Keras word tokenizer, 2500 most common lemmatized words of the lemmatized text
are maintained for the subsequent steps. The n-grams and word vectors for the hashtags,
emoticons and phrases are created by using the TF-IDF representation. Concerning
the training and inference mechanisms, a Naive-Bayes Text Classifier is adopted for
predicting the personality of a user give its Twitter feeds.

3.3 Emotion-related features

Extracting the emotion-related feature for each user is the first step for characterizing its
profile. In order to extract emotions, the "NRC Emotion Lexicon" has been used [13],
which consists of a word list with associated the eight emotions (anger, fear, expecta-
tion, trust, surprise, sadness, joy and disgust) modeled by the Plutchick theory [20]. The

1 https://github.com/priyansh19/Classification-of-Personality-
based-on-Users-Twitter-Data

2 https://www.kaggle.com/datasnaek/mbti-type



lexicon is composed of 14182 words, and was created through "crowdsourcing" start-
ing from an idea by Mohammad Saif and Peter Turney. Initially developed using only
English words, in 2017 it was extended for supporting multiple languages. For creating
the emotion-related features, the frequency of words belonging to the eight emotions
have been estimated using all the Twitter feeds of a given user.

3.4 User Embeddings

The last characteristics that we included for representing our users are related to embed-
dings. The hypothesis is that there are some aspects of a similar fake news that could be
expressed in a similar way from a semantic point of view even if they are written in dif-
ferent ways from a lexicographic perspective. In order to capture semantic similarities
of fake news spreaders, each user has been represented by a 512-D vector derived by a
member-wise mean aggregation function on its tweet embedding. To this purpose, we
adopted the Universal Sentence Encoder (v4) [4] developed by Google and available in
the TensorFlow Hub package. In particular, to capture some common characteristics be-
tween the two considered languages, the Multilingual Universal Sentence Encoder [34]
has been adopted. This model is an extension of the Universal Sentence Encoder Large
that includes training on multiple tasks across languages. The process for extracting the
embedding representation of a given user is reported if Figure 2.

Figure 2. User embeddings

4 Experiments and Results

4.1 Experimental settings

For evaluating the performance of the systems aimed at distinguishing fake news spread-
ers from real news spreaders, the task organizers provided both training and testing
datasets, for the English and Spanish language. The training datasets are composed of
600 users, perfectly balanced between fake and real news spreaders, with their corre-
sponding 100 messages. Analogous datasets have been provided for the testing phase.
The proposed method has been validated by measuring the accuracy using a 10-cross
validation strategy on the training set, and on the testing set given for the competition.



4.2 Experimental results

We report in the following the results firstly obtained by adopting a 10-cross validation
strategy on the training dataset. Table 1 shows the accuracy obtained on each fold,
together with the average performance and its standard deviation, on the two languages.
We can easily note that the results on the Spanish dataset are a bit higher than the
ones obtained on the English language. This is likely due to the variability of topics
considered in both languages.

Fold
1 2 3 4 5 6 7 8 9 10 Avg. Std.

English 0.70 0.60 0.53 0.80 0.60 0.67 0.63 0.57 0.57 0.57 0.62 0.08
Spanish 0.77 0.73 0.77 0.67 0.73 0.87 0.80 0.73 0.60 0.80 0.75 0.07

Table 1. 10-fold cross-validation results.

By analysing the performance of the proposed approach, we notice that the features
related to stylometry, emotions and embeddings contribute more to the recognition ca-
pabilities than the personality one. This is due to the inefficacy of the adopted model
to really capture the personality traits of the users given their Twitter feeds. Another
interesting insights is related to the relative contribution given by the stylometric char-
acteristics to the final results. These features contributed to obtain a 5% of improvement
of the accuracy, with respect to use only emotion and embeddings. This reveals that this
set of characteristics can help to better distinguish fake and not-fake writing styles.

Concerning the results of the shared task, the proposed approach achieved 60% of
accuracy for English and 72% for Spanish.

4.3 Conclusions and future work

This paper has presented the proposed solution for the Profiling Fake News Spreaders
on Twitter shared task at PAN 2020. Our approach, based on modeling both fake and
real news spreaders of users using stylometry, personality, emotions and embeddings,
has shown promising results and pointed out interesting research directions. Concerning
the obtained results, the analysis of the considered characteristics has highlighted that
stylometry could play an important role for characterising both profiles, while person-
ality does not contribute in a significant way. Regarding future work, some additional
characteristics should be considered. For instance, age, geo-location and education level
of the users could contribute to better distinguish between the two profiles. Other re-
search directions are focused on the analysis of the syntactic patters and relationships
between sentences.

References

1. Biyani, P., Tsioutsiouliklis, K., Blackmer, J.: âĂIJ8 amazing secrets for getting more
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