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Abstract
This work proposes to solve the Open-set author verification problem using a Term Frequency Inverse
Document Frequency (TF−IDF) model with a majority-voting ensemble that incorporates five compo-
nent models (machine-learning classifiers). The task is to verify if a given pair of text is written by the
same or different authors. The training sample contains verification cases from previously unseen au-
thors and topics. Transforming this question into a similarity problem, we can determine whether one
or two authors have written a given text pair. Evaluation with 800 unigram features shows an overall
performance of AUC = 0.9041, c@1 = 0.7586, F1−score = 0.8145, F_0.5u = 0.7233, Brier =0.8247, leading
to an overall score = 0.8050.
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1. Introduction

The increase in the volume of online text in communication, blogging, messaging, commen-
taries and entertainment content has generated the need for verification and authentication of
authorship of the corresponding message. This is crucial in application areas such as analysis
of anonymous emails for forensic investigations [1], verification of historical literature [2]
continuous authentication used in cybersecurity [3], detection of changes in writing styles with
Alzheimer patients [4].
Authorship verification is the application of linguistic style learning to detect whether two or
more texts have been written by the same person or by more than one person [5]. By using
prior information from the training dataset, we model the style representing the same author
text as well as different author text used to construct a classifier that can be used to classify
previously unseen text.
In open-set verification, the true author could be absent from the training set. Thus the system
cannot generate a stylistic representation for each distinct author. So, the main question to be
solved is to determine the level of similarity between two stylistic representations to reach the
decision that this pair of texts has been written by the same author.
As the decision must be based on the author style, one can consider extracting stylistic features
from each text. To achieve this, linguistic features reflecting the style must be extracted from
the training dataset. By applying these selected features to the test dataset, the representation
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of each pair of text is possible. In a second step, a classifier must compute a degree of similarity
upon which the final decision can be taken.
In this work, we use the term frequency–inverse document frequency (TF−IDF) to determine
useful features to discriminate between distinct authors [6]. For this purpose, we create a model
using an ensemble of five machine-learning classifiers. By using this method, we take into
account all vocabulary from all texts extracted by n-grams (of words or letters) weighted by
TF−IDF, and using only a small fraction of them to perform the classification, we determine
the optimal performance of the classifier.
The rest of this paper is organized as follows. Section 2 describes the text datasets while Section
3 describes the features used for the classification. Section 4 explains the similarity measure
and Section 5 depicts some of our evaluation results. A conclusion draws the main findings of
our experiments.

2. Corpus

The corpus consists of data obtained from fanfiction.net, a sharing platform for fanfiction that
comes from various topical domains (or ‘fandoms’) [7] [8]. The contents are mainly fictional
texts produced by non-professional authors in the tradition of a specific cultural domain (or
‘fandom’), such as a famous author or a specific influential work. Fanfiction is now abundantly
available on the internet, as the fastest growing form of online writing providing a platform for
data collection. This corpus contains 52,590 text pairs (denoted problems) from which 27,823
pairs correspond to the same author and 24,767 are pairs written by two distinct persons. Each
text excerpt contains, in mean, 2,200 word-tokens.
Based on the training sample of the entire corpus, Figure 1 depicts the top 25 most frequently
used words.
To quantify the differences and similarities that occur when considering same author text pairs
and different author pairs we use the technique of shift graphs. In shift graphs, words are sorted
by their absolute contribution to the difference between text pairs. Word shifts quantify how
each word contributes to the difference between two text pairs [9].
Figure 2 shows the relative occurrence frequency difference between tokens occurring in the
same author pairs. In this graph, the words appear in decreasing order of their occurrence
frequency. As one can see, there are only two tokens with a large difference in this text namely
the two pronouns I, and she. Otherwise the rest of the tokens appear with small differences.
Figure 3 represents the same information as Figure 2 but with a pair of messages written by
two distinct authors. In this case, one can observe that several tokens present large frequency
differences (e.g., lola, joseph, said, tone, with, hikaru, normal). The presence of such numerous
large differences must be interpreted as evidence of the presence of more than one author. For
this reason, we use a difference vector to encode the data.

3. Feature Selection

To determine whether two text chunks have been written by the same author, we need to
determine a text representation that can characterize the stylistic idiosyncrasies of each possible



Figure 1: Word frequency distribution in the corpus Sample

author. Various text surrogates have been suggested, some focusing more on stylistic aspects,
other on semantics (text vectorization).
As a simple and fast solution, and knowing that we are working with 52,590 text pairs, we will
focus on the word uni-gram. In addition, each of them must have a weight computed according
to the frequency (TF) which measures how frequently a term occurs in a document and the
inverse document frequency (IDF) reflecting how important a term is compared to the entire
corpus [10] [11].
TF−IDF is a statistical measure used in information retrieval and text mining that quantifies
the importance of a word in a document by evaluating how relevant a word is to a document in



Figure 2: Same Author Pairs Figure 3: Different Author Pairs

a collection of documents [10] [12]. This is done by multiplying two metrics: how many times
a word appears in a document, and the inverse document frequency of the word across a set of
documents.
It works by increasing proportionally to the number of times a word appears in a document,
but is offset by the number of documents that contain the word. So, words that are common in
every document, such as “this”, “what”, and “if”, rank low even though they may appear many
times, since they don’t mean much to that document in particular.
Applying our mathematical notation, the TF-IDF score for the word t in the document d from
the document set (corpus) is calculated as follows:
tf(t,d) = number of occurrences of t in d/ number of tokens in d
df(t) = number of documents in which t occurs
D = Number of documents in the corpus



𝑖𝑑𝑓(𝑡) = 𝑙𝑜𝑔(𝐷/(𝑑𝑓(𝑡) + 1))

𝑡𝑓 − 𝑖𝑑𝑓(𝑡, 𝑑) = 𝑡𝑓(𝑡, 𝑑) * 𝑙𝑜𝑔(𝐷/(𝑑𝑓(𝑡) + 1))

𝑇𝐹 − 𝐼𝐷𝐹 = 𝑡𝑓(𝑡, 𝑑) * 𝑙𝑜𝑔(𝐷/(𝑑𝑓(𝑡) + 1))

An n-gram is a sequence of n-words in a sentence. Here, n is an integer which stands for the
number of words in the sequence. For example, if we put n=1, then it is referred to as a uni-gram.
For our vectorization we apply the uni-gram of TF−IDF for term weighting. Then, based on
the weight associated with each term, one can apply a feature extraction by selecting the top k
words having the largest TF−IDF value.

4. Ensemble Classifier

Ensemble learning could improve the effectiveness of isolated machine learning systems by
combining several models. Such a combined approach should produce better predictive perfor-
mance compared to a single model. In this view, democracy is viewed as a better system than
the tyranny of a single classifier [13].
Our Ensemble model trains different classifiers including:

1. Linear Discriminant Analysis (LDA) finds a linear combination of features that separates
two or more classes of objects in order to classify them [14];

2. Gradient Boosting (GB) which modifies weak learners to propose a strong learner [15];
3. Extra Trees (EF) is an ensemble learning technique which aggregates the results of multiple

de-correlated decision trees constructed from the original training sample to obtain its
classification result [16];

4. Support Vector Machine (SVM) determines the best decision boundary between vectors
that belong to a given group and vectors that do not belong to it dividing the space into
two subspaces [2];

5. Stochastic gradient descent (SGD) optimises an objective function equipped with the
parameters of a model and updates parameters for each training sample [17];

Finally, we integrate these classifiers into an ensemble predictor to leverage complementary
information of the feature representation method encoded by TF−IDF and classifiers. We used
the scikit-learn Python machine learning library that provides an implementation of stacking
for machine learning [6].

5. Evaluation

To conduct experiments with our approach to distinguish between same author pairs and
different author pairs, we used a sample of the provided small training data set split as follows:
10,000 for training and 4,000 for testing. Each of the partitions used is balanced with an equal
number of same author pairs and different author pairs.



As a performance measure, five evaluation indicators have been used. The area under the
curve (AUC) which measures the ability of systems to assign higher scores to positive cases in
comparison to negative cases. F1−score combines precision and recall into a unique value. c@1
measures the accuracy of binary predictions but also the ability of systems to leave difficult
cases unanswered [1]. F_0.5u a measure that puts more emphasis on deciding same−author
cases correctly [18]. Brier a score used for evaluating the goodness of (binary) probabilistic
classifiers.

The proposed method is validated by comparing the AUC values of 15 classifiers. Based on
the generated output, an ensemble is made by combining classifiers with consistent high AUC
values. As seen on Table 1 increasing the unigram TF IDF values from k = 100 to 1000, we see
consistent good performance in Linear Discriminant Analysis (LDA), Gradient Boosting (GB),
Extra Trees (EF), Support Vector Machine (SVM), Stochastic gradient descent (SGD).

These chosen classifiers are combined using the hard voting (majority voting), every individual
classifier votes for a class, and the majority determines the predicted class. With k=800, this is
the point where most of the classifiers are at their maximum AUC values. The chosen classifiers
had at least an AUC value of 0.87.

Figure 4: Distribution of AUC values for the two classes, same or distinct authors (k = 800)

With the results obtained from the Ensemble classifier, we view the distribution of AUC
results for the two classes, namely “same author” and “different authors”, As one can see in
Figure 4, “same author” distribution presents a higher similarity mean (mean: 0.64, sd: 0.19)



Table 1
Evaluation based on different feature sizes

Number of TF−IDF unigram features
Classifiers 100 200 300 400 500 600 700 800 900 1000
LDA 0.85 0.87 0.88 0.89 0.89 0.88 0.88 0.89 0.88 0.87
GradientBoost 0.84 0.86 0.87 0.87 0.87 0.88 0.87 0.88 0.88 0.88
ExtraTrees 0.84 0.85 0.86 0.86 0.86 0.86 0.86 0.87 0.86 0.86
KNN 0.76 0.76 0.77 0.76 0.74 0.73 0.73 0.70 0.70 0.68
GaussianNB 0.82 0.82 0.84 0.83 0.82 0.82 0.81 0.81 0.79 0.77
MultinomialNB 0.67 0.71 0.73 0.74 0.74 0.73 0.73 0.74 0.72 0.72
BernoulliNB 0.54 0.66 0.72 0.74 0.76 0.75 0.76 0.76 0.77 0.78
DecisionTree 0.63 0.64 0.64 0.64 0.63 0.63 0.64 0.64 0.64 0.63
RandomForest 0.83 0.85 0.86 0.86 0.87 0.87 0.87 0.87 0.87 0.87
LogisticReg 0.84 0.85 0.87 0.87 0.87 0.87 0.87 0.87 0.86 0.86
AdaBoost 0.82 0.83 0.85 0.85 0.85 0.85 0.85 0.84 0.85 0.84
Bagging 0.78 0.78 0.78 0.79 0.78 0.78 0.77 0.78 0.78 0.76
SGD 0.84 0.85 0.87 0.87 0.87 0.87 0.87 0.87 0.86 0.86
XGB 0.84 0.86 0.87 0.88 0.87 0.87 0.88 0.88 0.87 0.87
SVM 0.85 0.88 0.89 0.89 0.89 0.89 0.89 0.89 0.88 0.88
Ensemble 0.85 0.87 0.89 0.89 0.90 0.90 0.90 0.90 0.90 0.89

Table 2
Official Evaluation with (k = 800)

800 TF−IDF unigram features
Classifiers AUC c@1 F1−score F_0.5u Brier overall
Ensemble (Early Bird) 0.904 0.71 0.769 0.685 0.821 0.778
Ensemble (Final ) 0.9041 0.7586 0.8145 0.7233 0.8247 0.8050

representing mainly the higher values while the “different authors” distribution (mean: 0.32, sd:
0.18) mainly contains the lower values.

The final evaluation result is obtained on the TIRA platform [19] is exposed in Table 2. These
results were obtained with a model trained on the 52,590 text pairs (small training set) and tested
on 19,999 text pairs (official test set). By considering all results as computed by the proposed
system, we achieve an overall score of 0.778 in the early bird submission without mapping any
score to 0.5. The second run was made by adjusting some score to 0.5 based on the analysis of
the similarity distribution. The values greater than 0.4 but less than 0.6 ( 0.4 < x < 0.6) where
equated to 0.5 leading to an improved overall score of 0.8050.

6. Conclusion

This report has presented the proposed solution for open-set author verification at PAN 2021.
Our approach is based on modeling the fandom pairs using word unigram TF−IDF features
with a majority-voting ensemble that incorporates five machine-learning classifiers. With the
ensemble classifier, we achieved an overall score of 0.8050. This simple approach proves to be



effective in distinguishing text written by the same author and text written by different authors.
For future work, the idea is to include longer word n-gram models to enrich the current feature
and to hopefully boost performance of the current technique.
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