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Abstract
Authorship verification is the task of deciding whether two texts have been written
by the same author based on comparing the texts' writing styles. Authorship
verification task for the competition PAN@CLEF 2022 is that given two texts
belonging to different Discourse Types (DT), determine if they are written by the
same author (cross-DT authorship verification). We propose a long text encoding
method based on BERT, a pre-trained language model, to solve this task. We cut
text1 in a text pair into five segments. And text2 is reserved when it is less than 510
characters, only the first 510 characters are reserved when text2 is longer than 510
characters. Then each segment of text1 is combined with text2 to form a new text pair
and input them into BERT for encoding. Finally, a classifier is used to get the
classification label. The final score of our model in the test dataset is AUC=0.539,
c@1=0.539, f_05_u=0.488, F1=0.399, Brier=0.539, overall=0.501.
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1. Introduction

Authorship verification technology has been applied in various fields. How to improve the
accuracy of authorship verification has attracted more and more attention. The task of the
PAN 2022 Authorship Verification[1][2] focuses on more challenging scenarios where each
author verification case considers two texts that belong to different DTs (cross-DT authorship
verification). the author sets of training and test dataset do not overlap, so it is difficulty to
solve the problem for this task if we only model the author's writing style. We think that the
pre-trained language model BERT[3] is an effective method to encode text features. Our
motivation is to use Self-attention based BERT to capture more text feature information than
traditional neural networks. Because BERT input can only be up to 512 tokens, we propose a
strategy of text segmentation and interaction to input text data into BERT for encoding. Then
we use the text feature information to judge whether the text pair comes from the same author.
Authorship verification task is a binary classification problem[4].
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2. Datasets

The PAN 2022 provides cross-DT authorship verification cases using four DTs, they are
essays, emails, text messages and business memos. The datasets has 12,264 pairs of texts. The
train and test dataset consist of pairs of texts belonging to two different DTs. This means that
all authors in the test dataset have not appeared in the training dataset. We counted the
characters of text1 and text2, the statistical results are shown in the table 1. The length
relationship of all sentence pairs is text1 greater than text2 in dataset.

Table 1
Statistics on the number of characters of sentence pairs in the dataset

Datasets max character min character mean character

text1 22,160 230 4,353

text2 6,159 230 983

Since the text length of texts of emails and text messages can be very small, each text
belonging to these DTs is actually a concatenation of different messages.

3. Model framework

Since BERT can only accept 512 tokens as input at most, we propose a method of text
slicing to solve the problem that the number of input text characters is out of range. Suppose
text1 is the first of the text pair, text2 is the second of the text pair. We found that the length of
text1 in all text pairs is longer than that of text2. According to the text length characteristics of
text1 and text2, we use punctuation as a separator to divide text1 into 5 segments to make sure
each segment consists of several complete sentences. And text2 is reserved when it is less than
510 characters, only the first 510 characters are reserved when text2 is longer than 510 characters.
Figure 1 shows the framework of our model.

Figure 1:Model framework diagram of our method



After splitting, suppose text1 = {t11, t12, t13, t14, t15}, text2 = {t2}. We spliced the tokens of
the five tokenized fragments with t2 respectively, and we use the special separator <SEP> as
their boundary. Then we input the restructured text pair into Bert for encoding. These five
fragment pairs have the same classification tags. All N text pairs are processed in the above
way, where N is 12,264. In this way, we can get the representation of the text. We put the
representation of the text into a global average pooling layer to reduce the dimension. The
output of pooling layer will be put into the fully connected neural network, and using softmax
as the activation function to get a binary label. From this classifier, we can get the answer
whether the two paragraphs of text are the same author. Inspired by the method of Peng[5].
The difference from his method is that we use different data segmentation strategies, and
different ways of recombining the data after segmentation.

4. Experiments and Results

4.1 Data preprocessing

For the emails and text messages DTs, text is composed of multiple original messages
through <new>tag, and new lines within a text are denoted with the <nl>tag. We think these
tags have no contribution to extracting text feature information. Therefore, we removed these
tags from all text. And we deleted all Emoji expressions contained in the text.

After the above preprocessing, we get the clean text. The average number of characters for
text1 is 4,043, the average number of characters for text2 is 960, the average characters of text1
and text2 are 310 and 23 less than the original respectively.

4.2 Experiments

There are 12,264 text pairs in the training dataset. In order to test the effect of our model
on open-set, we divide the training dataset into two parts: 11,000 pairs of training data and
1,264 pairs of test data. The authors of the text pairs of the segmented test data do not overlap
with the training data. Before the final submission, we use the segmented dataset to train and
test on our model.

The pretrained language model we use is BERTBASE(L=12, H=768, A=12, Total
Parameters=110M). and we use Keras to construct BERT and fully connected network
classification model. We split text1 into five segments, no more than 510 characters per
segment, and text2 is reserved when it is less than 510 characters, only the first 510 characters are
reserved when text2 is longer than 510 characters. We use these fragments to restructure text
pairs. We obtain the feature vector and reshape it to (12264, 5, 768). Then we reshape it to
(12264, 768) by a global average pooling. The final fully connected network is trained for 100
epochs. We set batch_size = 16 and the optimization method is Adam with a 2e-5 learning
rate. We use sparse categorical cross-entropy as the loss function.

4.3 Results

We input the segmented training data and test data into our model for training and testing,
then we use the official evaluation program to evaluate the results, The evaluation score is
shown in table 2.
Table 2
Test results on dataset after segmentation, where D is the dataset after segmentation.

Datasets AUC c@1 f_05_u F1 Brier Overall

D 0.637 0.693 0.530 0.506 0.693 0.612



Table 3 shows the final evaluation results on the dataset of the PAN 2022 authorship
verification task evaluated on the TIRA platform [6]. Our team name is lei22.

Table 3
Test results on dataset after segmentation, where D is the dataset after segmentation.

team AUC c@1 f_05_u F1 Brier Overall

lei22 0.539 0.539 0.488 0.399 0.539 0.501

5. Conclusions

In this paper, We propose a method based on pre-trained language model to solve the task
of the PAN 2022. We use BERT to encode text information, since BERT can only receive no
more than 512 characters, We split text1 and text2,reorganize fragment pairs, and then input
them into BERT. This solves the problem that BERT cannot encode long text. Finally, the text
feature information is put into a fully connected neural network, Make a binary classifier to
identify whether two paragraphs of text are the same author.

However, our final experimental results are not good. One possibility is that the sentence
pair loses too much information when entering BERT after splitting into fragments. Another
possibility is that using BERT to encode text information is not suitable for authorship
verification on open-sets.
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