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Abstract We present the CIC-GIL approach to the cross-domain authorship at-
tribution task at PAN 2018. This year’s evaluation lab focuses on the closed-set
attribution task applied to a Fanfiction corpus in five languages: English, French,
Italian, Polish, and Spanish. We followed a traditional machine learning approach
and selected different feature sets depending on the language. We evaluated doc-
ument features such as typed and untyped character n-grams, word n-grams, and
function word n-grams. Our final system uses the log-entropy weighting scheme
and SVM as classifier.

1 Introduction

The authorship attribution (AA) task consists in identifying the author of a given doc-
ument among a list of candidates. There are several subtasks within the authorship
attribution field such as author identification [4], author obfuscation [11] and author
profiling [12]. The AA methods are used for many practical applications like electronic
commerce, forensics, and humanities research [2,5]. The Authorship Attribution task
is viewed as a multi-class, single-label classification problem, i.e. an automatic method
has to assign a single class label (the author) to the unknown authorship documents.

Character n-grams are considered among the best feature representation for author-
ship attribution problems [16]. In [14], the authors introduced a categorization of char-
acter n-grams and showed that some categories have better performance than others
in an AA task. Furthermore, several studies indicate that the combination of different
types of n-grams introduces useful information to the classification algorithm, provid-
ing a robust model [13].

This paper describes our approach to the cross-domain authorship attribution task at
PAN 2018 [4,17]. We examined different document features (typed and untyped charac-
ter n-grams, word n-grams, and function word n-grams), weighting schemes (tf-idf and
log-entropy), and machine learning algorithms (support vector machines, multinomial
naive Bayes, and multi-layer perceptron).



2 Corpus for Development Phase

The corpus of the authorship attribution shared task at PAN 2018 is focused on cross-
domain attribution. It is more challenging than the classical AA setting (the single-topic
AA), because the training and testing documents can belong to different domains (eg.
thematic area, genre). The documents in the corpus are fanfics, i.e., fictional literature
based on the theme, atmosphere, style, characters, story world, etc. of a certain known
author.

The corpus for development phase corpus (CDP), similarly to the corpus for test
phase (CTP), is composed of a training corpus and a test corpus. Although the candidate
authors for the CDP and CTP have similar characteristics, the candidate authors do not
overlap.

The development phase corpus is composed of 10 problems divided in five lan-
guages (two problems each language): English, French, Italian, Polish and Spanish.
The specifications of the problems are defined in [4].

3 Methodology

In this section, we first cover the concept of typed character n-grams, then the log-
entropy weighting scheme, and finally the experimental settings of the methodology.

3.1 Typed character n-grams

Typed character n-grams, introduced by [14] are subgroups of character n-grams that
correspond to three distinct linguistic aspects: morphosyntax (represented by affix n-
grams), thematic content (represented by word n-grams) and style (represented by
punctuation n-grams). These subgroups are call super categories (SC). Each of these
SC are divided in different categories:

— Affix n-grams: Capture morphology to some extent (prefix, suffix, space-prefix,
space-suffix).

— Word n-grams: Capture partial words and other word-relevant tokens (whole-
word, mid-word, multi-word).

— Punctuation n-grams: Capture patterns of punctuation (beg-punct, mid-punct,
end-punct).

Some categories of character n-grams showed higher predictive capabilities in the
AA task [14] than using all possible n-grams (categorized and uncategorized). The re-
definition stated by [7] of these categories unambiguously assign each 3-gram to exactly
one category and do not exclude any n-gram (as in the case of consecutive punctuation
marks in the original proposal). Also, the authors showed that some categories have a
better performance that others for AA.



3.2 Log-entropy

Global weighting functions measure the importance of a term across the entire collec-
tion of documents [3]. Previous research on document similarity judgments [6,9] has
shown that entropy-based global weighting is generally better than the TF-IDF model.
The log-entropy (le) weight is calculated with the following equation (Equation 1):

leij =e; X IOg(tfij + 1), (1)
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where n is the number of documents, ¢ f;; is the frequency of the term ¢ in document j,
and g f; is the frequency of term i in the whole collection. A term that appears once in
every document will have a weight of zero. A term that appears once in one document
will have a weight of one. Any other combination of frequencies will assign a given
term a weight between zero and one.

3.3 Experimental Settings

After an evaluation of several classification algorithms, in our final approach we chose
Support Vector Machine (SVM) since this algorithm is recommended when the number
of dimensions is greater than the number of samples (as in this case) [8]. We used the
SVM implementation of sklearn [1], using the strategy one-against-all and the default
parameter settings.

We analyzed several text representation schemes: typed character n-grams (with
n varying from 2 to 8), untyped character n-grams (with n between 3 and 4), word
n-grams (with n varying from 1 to 5) and function word n-grams proposed by Sta-
matatos [15].

We implemented the character n-gram types introduced by Sapkota ef al. [14], but
with the redefinitions of Markov et al. [7], which make them more accurate and com-
plete.

For function word n-grams we used the 50 most frequent stop-words, as described
in [15], to form the n-grams (with a value of n equal to 8). For English, the 50 most
frequent stop-words mentioned in [15] were used. For the other languages (French,
Italian, Polish and Spanish) the 50 most frequent stop-words were extracted from the
development corpus (from the training).

We evaluated different combination of features for the different languages in the
corpus. We also performed an evaluation study in order to identify the most useful
typed character n-gram categories for each language. Table 1 shows the combination of
features as well as the types of character n-grams used in our final submission.

Moreover, we experimented with different feature document frequency thresholds.
We considered thresholds between 1 and 3, i.e. features that occur in at least 1, 2,
or 3 documents in each problem. We found that the features that occur in at least 2
documents achieved the best classification performance in our experiments.



Table 1. Features included for each language in our final submission.

Language ||Features Typed character n-grams categories

English typed character n-grams (2, 3, 5) whole-word, mid-word, multi-word,
beg-punct, mid-punct, end-punct

French typed character n-grams (2, 4, 5) prefix, mid-word, multi-word, beg-
punct, end-punct

Italian word n-grams (1, 2, 3, 5)

Polish word n-grams (2, 5)

Spanish character n-grams(3), typed character|beg-punct

n-grams(4) and word n-grams(1, 2)

Following the experimental settings presented in [3], we examined two feature rep-
resentations based on a global weighting scheme: log-entropy and tf-idf. Global weight-
ing functions measure the importance of a word across the entire collection of docu-
ments. Previous research on document similarity judgments [6,9] and authorship attri-
bution [3] has shown that entropy-based global weighting is generally better than the
if-idf model. We use log-entropy as weighting function for out final version.

4 Evaluation Measure and Results

The macro-averaged F1 score is used for evaluating the performance of the systems
participating in the authorship attribution shared task at PAN CLEF 2018 [4].

The final configuration of our approach was selected based on the classification
performance on the test set of the development phase corpus (DPC). Table 2 shows the
results obtained on the DPC with the above-specified configuration evaluated on the
TIRA platform [10].

Table 2. Results of the Cross Domain Authorship-Attribution on the Development Phase Corpus

Language Problem Macro-Average F1
English problem 1 0.582
problem 2 0.783
French problem 3 0.659
problem 4 0.938
Italian problem 5 0.702
problem 6 0.637
Polish problem 7 0.589
problem 8 0.893
Spanish problem 9 0.804
problem 10 0.879
Overall score 0.747

The results achieved in the test phase corpus (TPC) are shown in Table 3. It can be
observed that the performance on the TPC is much lower than in the DPC. This behav-



ior can be explained by our decision of tuning our system based on the classification
performance over the test set of the DPC.

Table 3. Results of the Cross Domain Authorship-Attribution Task on the Test Phase Corpus

User Macro-Average F1 | Runtime
custodiol8 0.685 00:04:27
murauer18 0.643 00:19:15
halvanil8 0.629 00:42:50
mosavatl8 0.613 00:03:34
yigall8 0.598 00:24:09
delcamporodriguez18 0.588 00:11:01
panl8-baseline 0.584 00:01:18
miller18 0.582 00:30:58
schaettil8 0.387 01:17:57
gagalal8 0.267 01:37:56
garciacumbreras18 0.139 00:38:46
tabealhojel8 0.028 02:19:14

5 Conclusions

We presented the system that was submitted to the Cross-domain Authorship Attribu-
tion task at PAN 2018. Our experiments were performed using different features, finding
that a specific set of features per language is the best approach to improve performance.

Our approach had a good performance on the development phase corpus (Macro-
Average F1: 0.747), but this performance was severely diminished on the test phase
corpus (Macro-Average F1: 0.588). Based on the current technique, there are still op-
portunities for further enhancements.

In future research, we would like to consider a cross-validation approach for the
development phase corpus to make the system more robust.
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