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Abstract In this paper, we describe the participation of the Advanced Data Anal-
ysis and Management (ADAM) group of the University of Feira de Santana in the
Bots and Gender Profiling Task organized by PAN@CLEF 2019. We used Sup-
port Vector Machines (SVM) optimized through nested cross-validation. In bot
detection, we used features related to behavior of the account, sentiment and va-
riety of posts, in gender detection function words and emoticons. These features
were evaluated both individually and in groups. Before starting the training phase,
we preprocessed the data to better adjust it. For bot detection, our method reached
approximately 0.9057 for English and 0.8767 for Spanish. For gender detection,
0.7696 for English and 0.7150 for Spanish. Although the results for Spanish are
poorer than the ones for English, they are above the random baseline (50%).

1 Introduction

Social media companies employ mobile and web-based technologies to create highly
interactive platforms through which individuals and communities share, cocreate, dis-
cuss, and modify user-generated content [10]. These services have changed the way we
see the world and how information is disseminated. A prominent example of such ser-
vices is Twitter1. Twitter is a popular microblogging service. Microblogging is a form
of communication in which users must describe their current status in short posts dis-
tributed by instant messages, mobile phones, email or the Web [8]. In this kind of social
media, users follow others or are followed. However, unlike other social networks, Twit-
ter demands no reciprocity in the following-followed binomial. Thus, when following
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a particular user, that user is not required to follow you back. In this kind of applica-
tion, users write about different aspects of their life, sharing a variety of subjects, and
generating heterogeneous discussion.

Twitter is used in multiple contexts. It is mainly considered as an information dis-
semination tool, but also as a source of data that may support studies in different areas
of knowledge. This feature is specially interesting considering it offers an Application
Programming Interface (API)2 that allows crawling and collecting data. In this context,
a subject that has attracted the attention of researchers is the so-called Author profiling,
in which information like age, cultural background, gender, native language, and per-
sonality can be inferred through textual analysis of users’ posts. This type of analysis
enables numerous applications, such as business intelligence, digital forensics, psycho-
logical profiling, brand reputation monitoring, etc. With regard to forensic applications,
bot detection has gained attention, especially due to bots’ self-controlled ability to dis-
seminate political, extremist or misinformation material that may negatively influence
a massive amount of users [6].

In this context, this paper describes the participation of the ADAM team in the
Bots and Gender Profiling Task [18] organized by PAN@CLEF 2019. In this edition,
different from previous years, in which various aspects of the author’s profile in social
media (age and gender, also along with personality, gender and variety of languages,
and gender from a multimodal perspective) were investigated, this edition included, in
addition, investigation whether the author of a Twitter feed is a bot or a human. The
gender profiling was maintained as a task. The analysis, as in other editions, followed
a multilingual perspective, with English and Spanish being the chosen languages. The
main contributions of this paper are:

• We define a set of features with discrimative power for bot and gender detection;
• We evaluate the power of optimizing a model through cross-validation;
• We analyze the effectiveness of each group of features in the task.

The remainder of this paper is organized as follows. Section 2 presents the related
work. Section 3 presents the experimental validation setup. The results are discussed in
Section 4. Finally, Section 5 presents our conclusions and directions for future work.

2 Related Work

The use of bots has brought problems in many collaborative systems, e.g., Wikipedia
and OpenStreetMaps. This scenario motivates the study of strategies to identify bots in
such collaborative systems, examining the contributions done by users [7].

For textual classification, information about function words, n-grams (at word and
character level), quantitative features, orthographic features, part of speech (POS) tags,
and vocabulary richness features are usually used [11]. In a given country, the texts
produced in a language may vary depending on the culture of the region of origin [15].
Language variety identification is a popular research topic of natural language process-
ing [17]. The regional influence has an impact on the extraction of features, for example,

2 https://developer.twitter.com/en/docs.html



in sentiment analysis, the weight of the dictionary used may vary according to location
of the author.

In the gender identification task, previous works show that women use question tags
more frequently, more emoticons, and less profanities [12]. The work in [19] identifies
messages from men as often related to themes such as money, sports, and work, while
women refer more frequently about family, friends, and food. In addition, some subjects
are predominantly approached by men (e.g. gaming) and women (e.g. shopping).

The work in [1] explored some techniques for identifying twitter messages pro-
duced by bots. In the experiment, results are presented concerning the use of neural
networks (MLP) and Random Forest. The Random Forest algorithm presented superior
performance, reaching an accuracy of 92%. In comparison to the dataset of this article,
the dataset of Braz el al. [1] contains additional information about the user accounts
(e.g. number of users the account follows, number of followers), impacting the results
achieved, because there is data beyong the textual aspect.

In [2], a purely textual approach to bot detection is used. Three features are build
from the text: dissimilarity between pairs of tweets of a user; word introduction decay
rate (a measure of new unique words a user introduced over time) and average number
of URLs per tweet. The classification used 10-fold cross validation and achieved a rate
of 90.32% in detecting bots.

Similar research is related to gender identification in e-mail messages [3]. Some
features used are those that express emotions through a sequence of characters (e.g.
“ur ssoooo kooool”, “ihaaa”) and emoticons (e.g. “:D”, “:(” ). Another feature used
by the authors in gender identification is the number of words ending with a sequence
of characters (e.g. ‘less’). The paper suggests through various research that women
make frequent use of adverbs and emotionally intensive adjectives and terms related to
questions, personal orientation and support.

The work in [9] compares several classifiers and states that SVM is appropriate for
classifying text, some of the reasons being the high dimensionality in the input set (large
amount of features), and having overfitting protection.

3 Experimental Setup

In this section, we present the dataset (Section 3.1), the preprossessing phase (Sec-
tion 3.2), the feature extraction method (Section 3.3) and the classification model (Sec-
tion 3.4).

3.1 Dataset Description

Table 1 contains a description of the training corpus. The data was previously split in
train and dev for both English and Spanish, indicating datasets for training and valida-
tion. All datasets were balanced between bot and human. Only the human portion of the
data was labeled regarding gender, with equal number of male and female users also.

Each file corresponds to a user, containing 100 tweets from them. The tweets are
not processed in any way, so emojis, retweets, hashtags, user mentions and hyperlinks
are still present.



Table 1. Summary of dataset: number of files.

Language Train Dev
English 2880 1240
Spanish 2080 920

3.2 Preprocessing

In order to better adjust the posts to the experiments, we executed three independent
operations:

• Conversion from multiple to single whitespaces;
• Lower-casing of all text;
• Removal of non-alphanumeric characters.

All the operations were performed using the Natural Language Toolkit (NLTK) [13].

3.3 Feature Extraction

Multiple classes of features were used for bot and gender detection. The following
sections describe each one individually, according to the associated task.

Bot detection

Many of the features used in previous work to detect bots in twitter, as usernames,
geodata, tweet intervals and following data, is unavailable in this case. Therefore, the
features are limited to the twitter text.

• Twitter features: these features are related to the twitter profile of the users. Fre-
quency of hashtags (#), frequency of mentions of users (@), frequency of retweets
(occurrence of the string “rt”) and frequency of links (occurrence of “http”). The
rationale behind the first two is that bots tend to try to increase their reach inserting
trending hashtags in their posts or mentioning multiple users to call their attention.
Bots use to retweet content as a way to easily build a profile, and constant posting
of links is typical behavior of spam bots.

• Sentiment features: in the English corpus, the VADER library3 was used to iden-
tify the sentiments of the corpus. The VADER generates the mean of the four senti-
ment metrics: positive, negative, neutral and compound. An additional feature was
also computed, the sentiment flip, defined in [5] as the number of sentiment inver-
sions (positive to negative and vice-versa) between two adjacent posts normalized
by the total number of tweets authored by the user. In VADER, the compound value
has the range [-1, 1], so is the one used to calculate the sentiment flip, the point of
inversion being 0. Getting the sentiment features for the Spanish corpus was some-
what difficult. The method recommended by the VADER developers is to translate

3 https://github.com/cjhutto/vaderSentiment



the texts to English automatically and use the library on the resulting text. We ended
using a machine learning based solution4, which generated only one output in the
range [0, 1]. The point of sentiment inversion was fixed on 0.5.

• Variety features: these features measure how varied is the content generated by
the user, under the assumption that bots tend to repeat content in their posts. Two
features belong to this group: the ratio between number of words used and total
number of words in all posts; and the cleanliness: the ratio between the number of
characters after and before preprocessing.

Gender detection
• Emoticons: frequency of each term in a list of emoticons, meant to describe a range

of emotions.
• Function words: frequency of function words: pronouns, determiners, modals and

conjunctions in English and in Spanish, conjunctions and determiners.
• Sentiment features: the same sentiment features used for bot detection.

3.4 Classification Model

For conducting the experiments we used a SVM classifier. In order to optimize the
model learned, a 5-fold nested cross-validation [20] was done. In nested cross-validation,
after a variation of parameters in order to find the optimal model, one more cross-
validation is done to evaluate the model found.

This process is done only in the train dataset. After the model is chosen, it is used to
classify the dev dataset, giving a notion of how the model will perform in unseen data,
i.e., this set validates the model. To make this last step statistically significant, during
the learning process nothing of the dev dataset was used.

In the cross-validation, both linear and RBF kernels were used varying their re-
specting hyperparameters (C and in RBF, gamma). To do this, we used the scikit-learn
library [14].

4 Results and Discussion

The training and validation steps were done to each feature group individually at first.
After that, the same was done using all the features together, so the impact of each
feature group on the overall result could be evaluated.

The final evaluation was performed with the official PAN@CLEF 2019 [4] test set
using the TIRA platform [16]. The results were grouped according to their associated
task, i.e, bot or gender detection. For each task we present the assessment of the classi-
fier for the three datasets provided: Train; Validation; and Test.

4.1 Bot detection

Table 2 presents the results of bot detection for the English portion of the data. In this
experiment the overall best performance is achieved by using all the features, rather
than using them separately.

4 https://github.com/aylliote/senti-py



Table 2. Results for bot detection in English language.

Group Train (%) Validation (%) Test (%)
Twitter Features 91.70 89.91 –
Sentiment Features 80.31 74.03 –
Variety Features 63.51 66.21 –
All features 93.12 90.97 90.57

Table 3 presents the results of bot detection for Spanish. The quite poor accuracy
of the Sentiment-based features on train set, slightly above the random baseline (50%),
led us to do the training experiments without this feature class, which had better results.
Hence, we decided not to include this feature in the final submission for Spanish in both
tasks.

Table 3. Results for bot detection in Spanish language.

Group Train (%) Validation (%) Test (%)
Twitter Features 84.04 83.91 –
Sentiment Features 57.50 – –
Variety Features 73.26 70.33 –
Twitter + Variety 86.16 87.07 87.67
All features 85.58 87.61 –

4.2 Gender Detection

Table 4 presents the results of gender detection for English. Similar to the Bot detection
task, in the gender identification, the best performance occurs when using all features.
Although the computational cost is higher, when using more features, it is expected that
there will be an information gain, impacting positively the performance of the classifier.

Table 4. Results for gender detection in English language.

Group Train (%) Validation (%) Test (%)
Function words 69.23 72.23 –
Function words + Sentiment Features 69.72 72.90 –
Function words + Sentiment Features + Emoticons 70.60 75.67 76.86

Table 5 presents the results in gender detection for Spanish. Adding emoticons to
Function words improved the results only slightly, and the results were poorer than in
English.



Table 5. Results for gender detection in Spanish language.

Group Train (%) Validation (%) Test (%)
Function words 62.39 69.42 –
Function words + Emoticons 62.61 68.84 71.50

5 Conclusion and Future Works

In this paper we described the participation of the ADAM team in the Bots and Gender
Profiling Task organized by PAN@CLEF 2019. In this task, focused on Twitter posts,
should be determined if the author of a Twitter feed was a bot or human. Moreover, in
case of a post from a human, the challenge was to identify the gender. We used a set of
features in SVM with cross-validation.

The final outcome suggests that our proposal, in general, achieves good results when
compared to the random baseline. The best results were achieved for Bot detection in
English. Although the accuracy for gender detection is inferior to the accuracy in Bot
detection, it also presents promising results.

As future work, we suggest trying to extract metadata from the tweet text, for ex-
ample, building networks of citations through user mentions. Another approach is to
detect how original are the posts of a user within the corpus, since bots are known to
replicate human content to fake authenticity. In addition, it is interesting to experiment
different machine learning approaches, such as deep learning. Better tools for features
in non-English languages are needed, like the Sentiment ones, which are scarce.
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