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Abstract  
Authorship Verification constitutes an important and essential part in the more general area of 
authorship analysis. In the age of digital communication, where information traverses the globe 
at the speed of light, determining the true authorship of a text  has become a paramount 
challenge. From verifying the authenticity of legal documents to investigating plagiarism cases 
and combating online fraud, the field of authorship verification has emerged as a crucial 
domain in the realm of textual forensics. The PAN 2023 Authorship Verification [1] challenge 

focuses on determining whether two different types of texts are written by the same author, 
specifically when the corresponding model is consuming unseen Authors (open set setup). This 
paper proposes a Contrastive Learning approach with Siamese architecture, that consists of 
BERT [2][1] and Bi-LSTM on top of BERT. Additionally, this work proposes the creation of 
2 dataset from the original one. One for written language texts and one for oral texts. In this 
way it would be more helpful for a model to compare-contrasts texts to extract stylistic features. 
 

Keywords  1 
Authorship Verification, Contrastive Learning, BERT, Bi-LSTM, Siamese Architecture, NLP, 
Authorship Analysis   

1. Introduction 

Authorship Verification is defined as the task in which an artificial intelligence model, after being 

trained, is able to determine the probability of two or more texts belonging to the same author or not. 

This can be achieved by analyzing and retrieving useful information from texts. Modern applications 

are aimed at retrieving writing style to solve the specific problem. There are many approaches that use 

traditional techniques for feature extraction to solve the task [3], [4], [5]. They use modern approaches 

hand-engineered features in combination with n-grams extracted from multiple CNNs [6] or pretrained 

word embeddings [7]. Other approaches use pre-trained language models and contrastive learning 

frameworks [8], [9] and [10] or a combination of one Encoder-Decoder Transformer with traditional 

features such as pos-tags and n-grams [11]. Finally, there are also approaches based on Cosine 

Similarity or dissimilarity of feature vectors for the final decision [12] and a modified or improved 

Impostors method, which also a method that calculated the cosine similarity between the feature vectors 

[13]. 

In this work a pretrained BERT model with a Bi-LSTM on top of that in a Siamese architecture for 

a contrastive learning framework is applied. The main challenge in this task is to create a model that 

can be able to handle stylistic information about the authors between different type of texts (email vs 

essay vs interview vs speech transcription). Also, the metadata information about the types of text is 

used and the original train dataset is reconstructed in a way that there is one train dataset that consists 

of written language texts (email vs essay) and another with oral language texts (interview vs speech 

transcription). 
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2. Model Overview 

The proposed model is illustrated in Figure 1. The BERT model is kept frozen during training. 

 

 
Figure 1: Siamese Architecture of the proposed Model. 

 

2.1. Experimental setup 

A Siamese architecture is used that was originally introduced by [15] and consists of 2 same instances 

of BERT (same weights) and on top of each instance there is a Bi-LSTM to capture the appropriate 

information from 2 different directions of a long sequence during Contrastive Learning procedure. 

Based on the experiments the best results are obtained from the concatenation of CLS token 

Embeddings from 2 to 12 Encode Layers. Those Embeddings are then passed through a Bi-LSTM in 

order to handle the stylistic information. The final embeddings (E and E’) are the concatenation of the 

last hidden states from 2 directions of Bi-LSTM. The selected optimizer is Adam with learning rate 

equals to 0.002. The PAN 2023 AV dataset consists of different types of texts. Based on PAN 2022 

results [5] a cross-DT task was very challenging. For that reason, a model for written texts (email vs 

essays) was created, another one for texts that came from speech (speech transcription vs interviews) 

and a general model that was trained on all types. The final predictions for those pairs that do not have 

a specific model for them (i.e. essay vs interview) were produced from an Ensemble procedure Figure 

2 between the 3 trained models. All models were trained for 5 epochs and the batch size was 32. 

 



 
Figure 2: Final System overview - Ensemble Procedure for Final prediction. 

 

The Final System consists of 3 sub models. The flow diagram of the end-to-end procedure for the 

final predictions is illustrated in Figure 2. 

2.1.1. Data preparation and processing 

The PAN 2023 Authorship Verification challenge provided a dataset that consists of 8837 problems 

located in FoLD 2 [14]. Each problem contains a pair of text and information about the type of each of 

them. This specific dataset consists of 4 main categories of text types: 

1. Email 

2. Essay 

3. Interview 

4. Speech transcription 

 

Exactly 4418 of these pairs were written from same author and 4418 from different author. 

Instead of using the predefined pairs from original dataset, All texts for each Author were collected and 

were appended to a pool in a way that each Author will have N texts. After the collection, a chunking 

procedure for each text was applied. The final illustration of the collection pool is shown in Figure 3. 

Based on this figure, for each author there are N lists of M chunks. Not all chunks were collected in one 

list because during retrieval in training/validation procedure there was no desire to select 2 chunks from 

the same text, to avoid handling information about the topic. 

 
Figure 3: Collection of Chunks w.r.t. Authors and texts. 
 

Due the fact that BERT has limitation on the length of input tokens, a chunking procedure on text is 

applied with max sequence length to 128. This size was selected, because in the dataset there were small 
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and bigger texts. BERT Tokenizer decided where to chunk a text. Between chunks of the same text, an 

overlapping approach was applied in order to avoid too long padding sequences.  

All numbers in texts masked with a specific digit ‘1’ keep the original format and length of text. 

Additionally, all special words such as <nl>, <new> etc were removed from the text. For the email 

cases the html tags were removed as well. 

For a Contrastive Learning framework, we need to consider the false negatives. So, in order to create a 

batch, the below steps were followed: 

1. Random Select Author. 

2. Random Select 2 chunks from different texts, to construct a Same Author pair. 

In this way a batch with different authors and same author pairs is created. The loss function is 

calculated for all combination in the batch. As input to the model, same Author pairs are passed (main 

diagonal of Figure 5 in blue) and the negative pairs are calculated inside the loss function. This can be 

seen as an alternative way to increase the batch size during calculation of loss function.  Due to this 

approach, caution is required on how to create the batch to avoid the false negatives. An illustration of 

how the cosine similarity is calculated is shown in Figure 5. Based on this figure the different author 

pairs are located above and below the main diagonal of dot product matrix. For example, above the 

main diagonal there is P = Ei x Ej and below the main diagonal there is the transpose of this product PT  

(P = Ej x Ei). 

The following example describes a false negative scenario. 

Imagine that batch size is 64. So, 2 chunks from 32 Authors should be chosen randomly (32*2=64). 

For each Author within the batch there will be 2 chunks from different texts. The implemented loss will 

get those chunks as input and will apply cosine similarity as metric that contributes to loss. The main 

diagonal of Figure 5 will have the cosine similarity values of the same author pairs (2 chunks of Same 

Author). The results of cosine similarity between different author pairs will be located above and below 

the main diagonal of this matrix. Each chunk of the same Author will be compared with each chunk by 

another Author. In this way if a data loader selects twice the same author within the same batch, 4 

chunks (2 + 2) by the same Author will be selected, resulting to a false negative scenario.  In other 

words, some values above and below the main diagonal will be treated (wrongly) as different Author 

pairs by the loss function. The reason for the strictness of data selection is the non-existence of False 

Negative within Batch. If all the Authors are selected in a batch , then based on the image and the 

calculations of all combinations within batch, for the same Authors there will also be a pair that will be 

treated as Negative. In this way, within the batch there will be some False Negatives. Below is the 

illustration (Figure 4) of an incorrect Batch for better understanding of the above description. 

 

 
Figure 4: Example of a Batch with False Negative. 

 



2.1.2. Loss Function 

In order to train and evaluate the model a contrastive learning procedure with modified contrastive loss 

[16] based on Cosine similarity is followed. 
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1

2
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2
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Where mp is the positive margin, mn is the negative margin. Value above positive margin and under 

negative margin do not contribute to loss. For training and validation those margins were kept at 1 and 

0, respectively. Y is the target label as ground truth and E & E’ are the Embeddings Vectors of a pair 

in a batch. D(E,E’) are the Cosine Similarity values between the pairs of Vectors. D can also be 

Euclidean or Manhattan distances. In Figure 5 the calculation of similarities between all pairs and 

combinations in a batch is illustrated. For the AV task the cosine similarities between same authors 

pairs are expected to be positive real numbers and equal to 1 (ideal scenario) and lower or negative 

values with minimum value equal to -1 for the different authors pairs. Cosine similarity have values 

between [-1,1]. 

 
Figure 5: Dot Product on normalized Embeddings calculation for all combinations in a batch. 

 

2.1.3. Evaluation 

After splitting original data in open set setup w.r.t to authors, 70% for training 15% for validation and 

15% for a holdout test set were kept. For the test set the chunking procedure for each text in a pair was 

performed and during inference and prediction the average predicted Embeddings from all chunks for 

each text in a pair was taken. After that, a cosine similarity calculation is performed. The final prediction 

is calculated via a threshold. Another approach would be to calculate the cosine similarities for all 

combinations of chunks (Embeddings) from one text with all chunks from the other text (and vice versa) 

and as final score calculate the average similarity. The final decision is calculated for all combination 

of chunks from 2 texts in a pair and not from specific chunk pairs, because the model trained with 

random combinations. To find an optimal threshold a grid search approach is performed, in order to 

calibrate the models and the threshold with the best overall score is kept. The values of those threshold 

per model are 0.697 for Essay vs Email model, 0.67 for Interview vs speech transcription and for the 

general model is 0.56. As evaluation metrics I use the metrics provided in [4]. 

• AUC: the conventional area-under-the-curve of the precision-recall curve 

• F1-score: the harmonic mean of the precision and recall [17] 

• c@1: a variant of the conventional F1-score, which rewards systems that leave difficult    

problems unanswered (i.e. scores of exactly 0.5) [18]  

• overall: the simple average of all previous metrics 

 



3. Results 

Table 2 below shows Accuracy, F1-score AUC and C@1 scores with their corresponding std 

between 3 runs on my custom unseen test set. The test set was created based on open-set setup. In Tira 

system3 [20] 2 approaches were submitted with different thresholds for the final decision as shown in 

below Table (Table 1). The values for the threshold are not selected randomly but based on the best 

Overall score in my test set. For The first run the threshold values are selected from the best (top-1) 

Overall score and for the second run the values are selected from the second-best score. In Table 2 the 

first column of Table 1 0.697, 0.67, 0.56 respectively were used as thresholds.  

 

 

 

  

Table 1: Threshold values for 2 different runs on test set in Tira. 

Method Threshold 1st run Threshold 2nd 
run 

Model Email vs 

Essay 

0.697 0.71 

Model Interview 
vs Speech 

transcription 

0.67  0.65 

General Model 0.56 0.54 

 

The difference between the 2 runs (approaches) in Tira system is the values of thresholds. All the 

architectures, hyper-parameters and training procedure are the same. 

 

 

 

Table 2 

Metrics and std on my custom unseen test set for three proposed models (written language model,  
speech language model and general model).  

Method Accuracy F1-score AUC C@1 

Model Email vs 

Essay (sub-
model) 

0.82(+/- 0.03) 0.72(+/- 0.05) 0.80 0.58 

Model Interview 

vs Speech 
transcription 
(sub-model) 

0.87(+/- 0.05)  0.72(+/- 0.04) 0.81 0.58 

General Model 
(sub-model) 

0.55 (+/- 0.03) 0.51(+/-0.02) 0.48 0.49 

Final Model 
(Ensemble 

Figure 2) 

0.70(+/- 0.04) 0.68 (+/- 0.04) 0.62 0.51 

 

From the results it can be seen that using the information about the type of text and creating separate 

models to solve the task can be very helpful. The General model in Table 2 was not performed very 

well like the other models that were created for specific types of texts. The Final model is the model 
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that consumes the whole custom test dataset and performs prediction including the Ensemble procedure 

with the sub-models. The results are lower than the other models in table, due to the fact that the test 

dataset contains more pairs that there is not a specific model for them such as interview vs email. For 

this challenging dataset the final model performs very well in this test set.  

 

Table 3 

Metrics of 2 runs on Tira system with unseen test set. 
 

Method AUC C@1 F_05_u 
[19] 

F1-Score brier Overall 

clever-
daemon (1st 

run) 

0.525 0.516 0.55 0.624 0.743 0.591 

graceful-

chianti (2nd 
run) 

0.526  0.514 0.549 0.622 0.743 0.591 

 

It can be observed from Table 3 that the 2 runs in Tira system returned roughly the same results. 

The proposed methodology did not performed very well, but makes the AV task feasible with a 

contrastive learning framework.    

 

4. Conclusion 

Based on results, it is observed that, handling stylistic information between different types of texts 

is a very challenging task. That can be also confirmed from the optimal thresholds. They are too high 

and that means that trained models cannot create a clean Embeddings space where negative pairs stand 

apart from each other and positive pairs the opposite. It can also be observed that the proposed 

methodology can make the cross-DT AV task feasible, with some modifications, especially when the 

metadata information about the type of texts is used. As future work it would be great to train a model 

with a triplet loss with online and fast hard negatives mining [21]. Also, additional features, apart from 

POS-tags, such as n-grams and complexity of texts features can be combined with contextualized word 

Embeddings, to create a joint embeddings space for a contrastive learning framework. Due to lack of 

time and resources there was no application of the same procedure with RoBERTa [22] model or 

another pre-trained language model like GPT [23] and it would be a good choice as feature work to 

perform benchmarks with other powerful pre-trained models. Finally, a more interesting and 

challenging approach is to re-train the BERT model with additional initial Embeddings Layer that 

produce embeddings from pos-tags of the original input sequence. This approach needs more data and 

special care on the other pre-trained layers because the new initial Layer will not be pre-trained.  
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