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Abstract
This overview presents the Author Profiling shared task at PAN 2021. The focus of this year’s task is on
determining whether or not the author of a Twitter feed is keen to spread hate speech. The main aim
is to show the feasibility of automatically identifying potential hate speech spreaders on Twitter. For
this purpose a corpus with Twitter data has been provided, covering the English and Spanish languages.
Altogether, the approaches of 66 participants have been evaluated.
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1. Introduction

Hate speech (HS) is commonly defined as any communication that disparages a person or a group
on the basis of some characteristic, such as race, colour, ethnicity, gender, sexual orientation,
nationality, religion, or others [1]. Given the huge amount of user-generated content on the
Web and, in particular, on social media, the problem of detecting and, if possible, contrasting
the HS diffusion, is becoming fundamental, for instance, in the fight against misogyny and
xenophobia [2].

Having previously profiled bots [3] and fake news spreaders [4], at PAN’21 we have focused
on profiling hate speech spreaders in social media, more specifically on Twitter, addressing
the problem both in English and Spanish, as we did in the previous author profiling tasks. The
goal has been to identify those Twitter users that can be considered haters, depending on the
number of tweets with hateful content that they had spread. Our hypothesis is that users who
do not spread hate speech may have a set of different characteristics compared to users who do.
For example, they may use different linguistic patterns when they share posts compared to hate
speech spreaders.

This is what we aim at investigating in this year’s author profiling shared task where we
address the problem of hate speech detection from the author profiling perspective. The final
goal is profiling those authors who have shared some hate speech in the past. This will allow
for identifying possible hate speech spreaders on Twitter as a first step towards preventing
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hate speech from being propagated among social media users. This should help for their early
detection and, therefore, for preventing their further dissemination.

The remainder of this paper is organised as follows. Section 2 covers the state of the art,
Section 3 describes the corpus and the evaluation measures, and Section 4 presents the ap-
proaches submitted by the participants. Sections 5 and 6 discuss results and draw conclusions
respectively.

2. Related Work

Hate speech detection has received significant attention in the last few years. As a consequence,
there are several available resources that can be used to identify hate speech. The survey in [5]
presents a systematic analysis of a number of these resources. Corpora, lexicons and other
resources are characterised in different dimensions. Moreover, there are other surveys that
analyze different approaches used for hate speech detection [6, 7, 8, 9, 10, 11, 12]. In the vast
amount of work, the approaches range from strategies based on linguistic features to more
recent strategies based on deep learning. The work in [13] proposed a classifier based on a
lexicon for hate speech detection. The lexicon is built with a rule-based approach that focuses
on extracting subjective features. The experimental results suggested the inclusion of semantic
and topic-based features. However, the use of machine learning approaches is recommended
to improve the precision and recall scores. Moreover, other low-level features have been used,
such as part-of-speech tags and dependency relationships [14, 13]. For example, the authors
of [14] employed a supervised classification method that considers different features that can
be divided into four classes: 𝑛-grams, linguistic, syntactic and distributional semantics.

On the other hand, several systems use traditional machine learning models such as support
vector machines (SVM) and logistic regression (LR) [15, 11, 16]. The authors of [15] proposed an
approach based on SVM that achieved state-of-the-art performance. It was simple and produced
decisions easier to interpret than neural network methods according to the analysis of the
authors. Other systems are based on deep learning models such as convolutional neural network
(CNN) and long short term memory (LSTM) networks, including also attention mechanisms [17,
18, 19, 20, 10, 21, 22]. Moreover, some works proposed ensembles of neural networks. For
example, the authors in [23] combined ten CNNs with different initialisation weights in an
ensemble to improve the detection of hate speech. Among the deep learning models, the
bidirectional encoder representations from Transformers (BERT) has been widely used [24,
25, 16, 26, 27]. The work presented in [28] investigates the potentialities of BERT for hate
speech detection within social media by transfer learning with fine-tuned methods. The results
showed that this strategy obtains a considerable performance in comparison to other existing
approaches.

While most of the approaches focus on detecting whether a text is hateful or not, few works
focus on the user account level detection. In [29], the authors studied the flow of posts generated
by users on Gab1. The authors analysed the profiles and network of hateful and non-hateful
users, focusing on the diffusion dynamics of hateful users. The observations suggested that
hateful content propagates farther, wider and faster. Unlike this work, where the analysis was

1https://gab.com
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carried out statically, the authors of [30] based their research on graphs but focusing on dynamic
graphs and investigated the temporal effects of hate speech. The authors of [31] presented a
comparative study of hate speech users on Twitter. The authors investigated the distinctive
characteristics of hateful users and targeted users in terms of their profile, activities, and online
visibility. They found that hateful users can be more popular and that participating in hate
speech can result in greater online visibility.

The authors of [32] also focused on profiling hate speech spreaders on Twitter. This study
used a methodology to obtain a graph given the entire profile of users, and investigated the
difference between HS and non-HS spreaders in terms of activity patterns, word usage and
network structure. The authors observed that hateful users are densely connected, thus they
focused on exploiting the network of connections. The authors of [33] proposed a model that
considers intra-user and inter-user representation learning for hate speech detection. The
authors of [34] studied the use of emojis in white nationalist conversation on Twitter and
observed the difference between the ‘pro’ and ‘anti’ stance.

During the last three years, at PAN we focused on profiling users who spread harmful infor-
mation, as well as profiling bots due to their key role in its propagation on Twitter. Concretely,
in 2019 the goal was discrimination bots from humans [35], in 2020 identifying possible fake
news spreaders [36], and this year profiling haters.

Several have been the approaches that have been developed in these author profiling tasks. In
2019, 59 teams participated in the author profiling shared task and most of them used traditional
approaches, such as SVM and logistic regression. Few teams proposed deep learning methods,
such as convolutional neural network (CNN) and recurrent neural network (RNN). In [37],
the authors combined both architectures based on character and word n-gram models and
the authors pointed out the superiority of the model over individual classifiers. The authors
in [38] used feedforward neural networks after an analysis of different methods, including a 2D
CNN fed with large kernels matching with the number of features extracted from the TFIDF
representation. The authors of [39] used the BERT model but it did not obtain a good position
in the final ranking of the task.

In 2020, 66 teams participated in the author profiling shared task, and similarly to the previous
year, most of the proposals were based on SVM and deep learning models like CNN and RNN.
The authors of [40] and [41] obtained the best results for English and Spanish respectively. The
authors of [40] employed a LR-based approach and the authors of [41] a SVM-based one.

3. Evaluation Framework

The purpose of this section is to introduce the technical background. We outline the construction
of the corpus, introduce the performance measures and baselines, and describe the software
submissions.



3.1. Corpus

To build the PAN-AP-2021 corpus2 we have proceeded as follows. Firstly, we have looked for
users considered potential haters. To do so, we have followed two approaches: (i) a keyword-
based one (e.g. searching for hateful words mainly towards women or immigrants); and (ii) a
user-based one, by inspecting users known as haters (e.g. users appearing in reports and/or
press) and following their networks (followers and followees). Secondly, for the identified users,
we have collected their timelines and manually annotated those tweets conveying hate. Thirdly,
we have labelled as “keen to spread hate speech” those users with more than ten hateful tweets.
Finally, we have collected two hundred tweets per Twitter user to build up the final dataset.

Table 1
Number of authors in the PAN-AP-21 corpus created for this task.

Language Training Test Total
English 200 100 300
Spanish 200 100 300

Table 1 presents the statistics of the corpus that consists of 300 authors for each of the two
languages, English and Spanish. For each author, we retrieved via the Twitter API her last 200
tweets. The corpus for each language is completely balanced, with 150 authors for each class
(hate and non-hate speech spreaders), as well as by the number of tweets per user. We have
split the corpus into training and test sets, following a proportion of 2/3 for training and the
rest for test.

3.2. Performance Measure

The performance of the systems has been ranked by accuracy. For each language, we calculated
individual accuracy for discriminating between the two classes. Finally, we averaged the
accuracy values per language to obtain the final ranking.

3.3. Baselines

As baselines to compare the performance of the participants with, we have selected:

• Character 𝑛-grams with 𝑛 ranging from 2 to 6 and Logistic Regression;

• Word 𝑛-grams with 𝑛 ranging from 1 to 3 and SVM;

• Universal Sentence Encoder (USE) to feed a BiLSTM with;

• XLM-Roberta (XLMR) transformer to feed a BiLSTM with;

• Multilingual BERT (MBERT) transformer to feed a BiLSTM with;

• TFIDF vectors representing each user’s text to feed a BiLSTM with.
2We should highlight that we are aware of the legal and ethical issues related to collecting, analysing and

profiling social media data [42] and that we are committed to legal and ethical compliance in our scientific research
and its outcomes. Concretely, we have anonymised the user name, masked all the user mentions and we did not
use explicit labels for HS and non-HS spreaders.



• LDSE [43]. This method represents documents on the basis of the probability distribution
of occurrence of their words in the different classes. The key concept of LDSE is a weight,
representing the probability of a term to belong to one of the different categories: HS vs.
non-HS spreader. The distribution of weights for a given document should be closer to
the weights of its corresponding category.

3.4. Software Submissions

Similar to previous year3, we asked for software submissions. Within software submissions,
participants submit executables of their author profiling software instead of just the output
of their software on a given test set. For the software submissions, the TIRA experimentation
platform was employed [44, 45], which renders the handling of software submissions at scale as
simple as handling run submissions. Using TIRA, participants deploy their software on virtual
machines at our site, which allows us to keep them in a running state [46].

4. Overview of the Submitted Approaches

This year, 66 teams participated in the author profiling shared task and 32 of them submitted the
notebook paper. We analyse their approaches from three perspectives: preprocessing, features
used to represent the authors’ texts and classification approaches.

4.1. Preprocessing

With the aim at preventing bias towards some URLs, user mentions or hashtags, the corpus
was provided with these elements already masked. In the same vein, some participants cleaned
other Twitter-specific elements such as RT, VIA, and FAV4 reserved words [47, 48, 49, 50, 51, 52],
as well as emojis and other non-alphanumeric characters [53, 53, 50, 54, 51, 52, 55, 56, 57,
58], numbers [47, 48, 51, 52] or punctuation signs [57, 59, 60, 56, 51, 53, 47, 58, 50]. Various
participants lower-cased the texts [53, 53, 47, 58, 54, 52, 55, 60], removed stop words [53, 58, 50,
52] or treated character flooding [55, 52, 47, 53]. Finally, some users got rid of short texts [52],
stemmed or lemmatised [52, 53, 58, 50] and tokenised [58, 50] the tweets. Alcañiz and Andrés [53]
expanded contractions and colloquial tokens (e.g., in Spanish, "x" was expanded to "por", and
"k" to "que"), as well as Huertas-García et al. [48] who also considered slang words. Some
participants carried out statistical analysis with preprocessing purposes. For instance, t-SNE
has been used by Finogeev et al. [61] and Ceron and Casula [62]. These last authors also applied
the Kolmogorov-Smirnov test. Finally, Ikae [63] used TFIDF and shift graphs [64].

4.2. Text Representation

The participants have used a high variety of different features and their combinations, albeit we
can group them into the following main groups: (i) 𝑛-grams; (ii) stylistics; (iii) personality and

3Due to some technical issues due to TIRA power outage, this year we have also allowed some users to directly
sent us their prediction files as well as their software for us to reproduce their systems.

4RT is the acronym for retweet; VIA is a way to give the authorship to a user (e.g., "via @kicorangel"); and FAV
stands for favourite.



emotions; and iv) deep learning-based such as embeddings.
As every year, one of the most used features has been the combination of 𝑛-grams (character-

and word-based, but also syntactical ones, mostly weighted by TFIDF) [65, 58, 66, 63, 67, 56,
53]. In some cases, the participants also combined different types of 𝑛-grams with stylistic
features and dictionary-based ones [68] or emotional- and personality-based ones. In this sense,
Cervero [69] combined 𝑛-grams with big five personality traits [70], LIWC5, lexicon-based
emotions (NRC [71]), besides stylistic features.

Emotional-based features have been used by different participants, usually combined with
other representations such as embeddings [59] and transformers [48]. In this regard, some
participants have approached the task with specific and specialised lexicons related to hate
speech. For instance, Lai et al. [72] have combined hate speech detection, user morality, named
entities and communicative behaviour. Similarly, Tosev and Gievska [73] have combined hateful
lexicon-related features with 𝑛-grams, sentiment and typed dependencies.

Deep learning-based representations such as embeddings or transformers have been widely
used by the participants. For instance, word embeddings have been used by the authors
of [74, 53, 47], in some cases also combined with stylistic features [74]. In other cases, the
participants have used other kinds of embeddings, such as in the case of Cabrera et al. [57] who
used semantic-emotion-based embeddings, or Puertas and Martínez-Santos [59] who combined
lexical, statistical, syntactical, and phonetical-based embeddings.

Nevertheless, most of the participants used the latest transformer-based approaches. BERT has
been the most widely used transformer [48, 61, 75, 76, 54, 62, 77, 60], in some cases at sentence
level (SBERT) [49, 52], but also in some of its variations: ALBERT [75], RoBERTa [76, 54, 55],
BERTTweet [54] and BETO [54].

Finally, it is worth mentioning the following authors for having approached the task from
different perspectives. Babaei et al. [51] have adapted LDSE to work at character level. Labadie et
al. [78] fine-tuned a transformer to modify the Impostor Method previously used in Authorship
Verification. Irani et al. [79] aggregated document topics and combined them with ELMo
representations to represent the users. Höllig et al. [80] used a CNN to extract features from
external data they collected for this purpose. Finally, Puertas and Martínez-Santos [59] used,
among others, phonetic embeddings to represent the Twitter users.

4.3. Machine Learning Classifiers

Regarding the classification approaches, most participants used traditional machine learning
methods such as SVM [53, 47, 65, 61, 80, 58, 51, 62, 52, 55, 56, 57], Random Forest [79, 59, 65],
LR [61, 55, 60], Adaboost [59], and a Ridge Classifier [80]. Some participants have evaluated
several approaches together, such as Anwar [54] who used AutoML, Jain et al. [50] who tested
Naive Bayes, KNN, SVM, Logistic Regresion, as well as deep learning methogs such as LSTM
and BERT, or Katona et al. [68] who evaluated Logistic Regression, Random Forest, SVM
and XGBoost. Many participants this year approached the task with ensembles of classifiers.
For instance, Huertas-García et al. [48] combined SVC, Naive Bayes, Random Forest, Logistic
Regression and Elastic Net. Cervero [69] ensembled Logistic Regression, SVC and Random Forest.

5http://www.liwc.net
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Gómez and Hinojosa combined SVC, Random Forest and Logistic Regression, and Ikae [63] used
Linear Discriminant Analysis, Gradient Boosting, Gaussian Naive Bayes, Bernoulli Naive Bayes,
Random Forest and AdaBoost. Balouchzahi et al. [67] combined SVM, Logistic Regression and
Random Forest while Tosev and Gievska [73] combined SVM, Logistic Regression and Random
Forest.

Regarding deep learning approaches, Martín et al. [47] describe a custom architecture based
on several layers as well as Baris and Magnossao [49] added several linear layers after BERT.
Pallares and Herrero [81] used a Recurrent Neural Network while Siino et al. [66] used a
Convolutional Neural Network. LSTM has been used by Uzan and HacoHen-Kerner [77] and
BiLSTM by Vogel and Meghana [52].

5. Evaluation and Discussion of the Results

In this section, we present the results of the shared task, as well the analysis of the most common
errors made by the best performing teams. Although we recommended to participate in both
languages (English and Spanish), some participants only participated in English. We present the
results for the two languages, finally showing the ranking computed according to the average
between them.

5.1. Global Ranking

In Table 2, the overall performance of the participants is presented. The results are shown in
terms of accuracy for both languages, and the ranking is its average.

The top-ranked participants approached the task as follows. The overall best result (79%)
has been obtained by [66] with a 100-dimension word embedding representation to feed a
CNN. The two ex aequo second best performing teams, respectively fine-tuned a transformer
to replicate and modify the Impostor Method previously used in Authorship Verification [78],
and used a meta-classifier fed with combinations of 𝑛-grams [67]. The fourth performing
team [54] experimented with several transformer-based approaches such as BERT, BERTTweet,
RoBERTa, BETO, and evaluated several machine learning approaches with AutoML. The seventh
best performing team combined BERT with SVM. The following ones used SVM with features
extracted with CNN [80], BERT and SVM [61], TFIDF and SVM [53], an ensemble of classifiers
with a combination of 𝑛-grams, big five, LIWC, NRC lexicon and stylistic features [69], and a
combination of 𝑛-grams, stylistic and dictionary-based features with a combination of Logistic
Regression, Random Forest, SVM, and XgBoost classifiers [68].

The best results have been obtained in Spanish (85% vs. 75%). The best result in Spanish (85%)
has been also obtained by [66], while the best result in English (75%) has been obtained by [60]
with BERT and Logistic Regression.

As can be seen in Figure 1 and Table 3, the results for Spanish are higher than for English
both in terms of average (77.98% vs. 70.66%) and maximum (85% vs. 79%) accuracies. Although
the standard deviation is similar for both languages (5.39% vs. 5.25%), the inter-quartile range is
larger for English (6% vs. 4%), showing a slightly more sparse distribution in this last language.
This might be due to the highest number of outliers in the Spanish distribution, as shown in
Figure 2.



Table 2
Overall accuracy of the submission to the task on profiling hate speech spreaders on Twitter: teams
that participated in both languages (English and Spanish) are ranked by the average accuracy between
both languages, teams that participated only in English (bottom right) are ranked by the accuracy on
English. The best results for each language are highlighted in bold.

PARTICIPANT EN ES AVG

1 SiinoDiNuovo [66] 0.730 0.850 0.790
2 MUCIC [67] 0.730 0.830 0.780
2 UO-UPV [78] 0.740 0.820 0.780
4 andujar 0.720 0.820 0.770
4 anitei 0.720 0.820 0.770
4 anwar [54] 0.720 0.820 0.770
7 pagnan [62] 0.730 0.800 0.765

LDSE [20] 0.700 0.820 0.760
char nGrams+LR 0.690 0.830 0.760

8 hoellig [80] 0.730 0.790 0.760
9 bañuls 0.680 0.830 0.755
9 supaca 0.690 0.820 0.755
9 oleg [61] 0.670 0.830 0.750
9 moreno [53] 0.690 0.810 0.750
9 cervero [69] 0.700 0.800 0.750

14 katona [68] 0.700 0.790 0.745
word nGrams+SVM 0.650 0.830 0.740

15 bagdon [55] 0.670 0.810 0.740
15 das [58] 0.670 0.810 0.740
17 ikae [63] 0.660 0.810 0.735
17 mata 0.700 0.770 0.735
19 lai [72] 0.620 0.840 0.730
19 jain [50] 0.660 0.800 0.730
19 villarroya 0.670 0.790 0.730
19 mktung 0.640 0.820 0.730
19 sercopa 0.670 0.790 0.730
19 castro 0.670 0.790 0.730
25 giglou [51] 0.650 0.800 0.725
25 huertas [48] 0.670 0.780 0.725
25 wentao 0.680 0.770 0.725
28 rus 0.610 0.830 0.720
28 tudo 0.650 0.790 0.720
30 jaiferhu 0.610 0.820 0.715
30 joshi 0.650 0.780 0.715
32 valiense [65] 0.630 0.790 0.710
32 krstev 0.650 0.770 0.710
34 martin [47] 0.650 0.770 0.710
35 gomez [74] 0.580 0.830 0.705
35 bakhteev 0.580 0.830 0.705

Participant En Es Avg

35 MaNa 0.640 0.770 0.705
38 cabrera [57] 0.620 0.780 0.700
38 esam [76] 0.630 0.770 0.700
38 zhang 0.630 0.770 0.700
41 dudko 0.610 0.780 0.695
41 meghana [52] 0.640 0.750 0.695
43 rubio 0.590 0.790 0.690
43 uzan [77] 0.620 0.760 0.690
45 herrero [81] 0.570 0.800 0.685
46 puertas [59] 0.600 0.760 0.680

USE-LSTM 0.560 0.790 0.675
XLMR-LSTM 0.620 0.730 0.675

47 ipek [49] 0.580 0.770 0.675
47 schlicht21 0.580 0.770 0.675
47 peirano 0.590 0.760 0.675
47 russo 0.550 0.800 0.675

MBERT-LSTM 0.590 0.750 0.670
51 kazzaz 0.550 0.770 0.660
52 dorado 0.600 0.710 0.655
53 kobby [75] 0.530 0.770 0.650
53 kern 0.540 0.760 0.650
53 espinosa [56] 0.640 0.660 0.650
56 labadie 0.510 0.780 0.645
57 silva 0.560 0.690 0.625
57 garibo 0.570 0.680 0.625
59 estepicursor 0.510 0.720 0.615
60 spears 0.520 0.680 0.600

TFIDF-LSTM 0.610 0.510 0.560
61 barbas 0.460 0.500 0.480

Participant En

62 dukic [60] 0.750
63 tosev [73] 0.700
64 amir [79] 0.680
65 siebert 0.680
66 iteam 0.650

Table 3
Statistics on the accuracy per language.

STAT EN ES AVG

Min 0.4600 0.5000 0.4800
Q1 0.5925 0.7700 0.6800
Median 0.6500 0.7900 0.7150
Mean 0.6377 0.7798 0.7066
SDev 0.0643 0.0539 0.0524
Q3 0.6800 0.8100 0.7400
Max 0.7500 0.8500 0.7900
Skewness -0.4719 -2.6820 -1.4672
Kurtosis 2.7391 13.4989 7.1170
Normality (p-value) 0.2264 1.129e-08 0.0148



Figure 1: Density of the results in the different languages.

Figure 2: Distribution of results in the different languages. The figure on the left represents all the
systems. The figure on the right removes the outliers.

5.2. Error Analysis

We have aggregated all the participants’ predictions for HS vs. non-HS spreaders discrimination
task, except baselines, and plotted the respective confusion matrices for English and Spanish in
Figures 3 and 4, respectively. Figure 3 shows the confusion matrix for English. It can be seen
that the error is highly balanced with respect to both classes, although slightly higher in the



case of false positives (from non-HS to HS spreaders): 39.23% vs. 34.20%. Figure 4 shows the
confusion matrix for Spanish, where the difference between false positives and false negatives is
much higher (almost double): 28.13% vs. 16.85%. This higher number of false positives, mainly
in the case of Spanish, is something to be investigated further in future research.

Figure 3: Aggregated confusion matrix for HS vs. non-HS spreaders in English.

5.3. Best Results

In Table 4 we summarise the best results per language. The best result in English (0.75) has
been obtained with BERT and Logistic Regression. The best result in Spanish (0.85) has been
obtained with a 100-dimension word embedding representation to feed a Convolutional Neural
Network.

Table 4
Best results per language.

English Spanish

Dukić and Sović [60] (0.75) Siino et al. [66] (0.85)



Figure 4: Aggregated confusion matrix for HS vs. non-HS spreaders in Spanish.

6. Conclusion

In this paper, we have presented the results of the 9th International Author Profiling Shared
Task at PAN 2021, hosted at CLEF 2021. The participants had to discriminate on Twitter between
HS and non-HS spreaders. The provided data cover the English and Spanish languages.

The participants used different features to address the task, mainly: (i) 𝑛-grams; (ii) stylistics;
(iii) personality and emotions; and (iv) deep learning-based representations such as embeddings
and mainly transformers. Concerning machine learning algorithms, the most used ones were
Support Vector Machines and Logistic Regression, as well as ensembles of several algorithms.
Nevertheless, few participants approached the task with only deep learning techniques. In such
cases, they used Fully-Connected Neural Networks, RNN, CNN, LSTM and Bi-LSTM. According
to the results and unlike previous years, the combination of traditional machine learning
methods such as SVM or Logistic Regression with novel deep learning-based representations
such as BERT and its variations have obtained the highest results.

The best results have been obtained in Spanish (0.85) by Siino et al. [66] with a 100-dimension
word embedding representation to feed a Convolutional Neural Network. The best result in
English (0.75) has been obtained by Dukić and Sović [60] with BERT and Logistic Regression.
The overall best result (0.79) has been obtained by the first team.

The error analysis shows that the highest confusion in both languages is towards Hate Speech
Spreaders (false positives), although the proportion with respect to false negatives in Spanish
(28.13% vs. 16.85%) is much higher than in English (39.23% vs. 34.20%).

Looking at the results and the error analysis, we can conclude that: (i) it is feasible to



automatically identify potential Hate Speech Spreaders on Twitter with high precision, even
when only textual features are used; but (ii) we have to bear in mind false positives since
especially in Spanish, they are almost double than false negatives, and misclassification might
lead to ethical or legal implications [42].
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