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Abstract. Capturing millions of users round the globe, social media has 

become one of the most popular means of communication and information 

sharing. Yet, using social media such as Facebook, WhatsApp, Twitter, and 

Instagram is like a double-edged sword. On one side is the easy accessible, low 

cost and rapid dissemination of information simultaneously to the large 

audience while on the other side is the dangerous exposure of fake news. The 

large spread of fake news has the potential for creating extremely negative 

impacts on individuals and society. Hence, detecting fake news spreader is the 

need of the day. To tackle this problem, this paper presents an Ensemble model 

for profiling fake news spreaders on Twitter which allows using multiple 

heterogeneous classifiers and combining the results of these classifiers just like 

a team decision rather than an individual decision. The first step in building the 

model is to extract three feature sets namely, Unigram TFIDF, N-gram TF and 

Doc2vec from the PAN 2020 fake news spreader dataset and applying feature 

reduction on Unigram TFIDF and N-gram TF. Two Linear SVC classifiers and 

a Logistic Regression classifier are built using three feature sets and are 

ensembled using majority voting. The results obtained on PAN 2020 test set are 

encouraging.      

1   Introduction 

     In today’s world, social media have become one of the main platforms for 

exchange of information. Social media such as Facebook, WhatsApp, Twitter, and 

Instagram, have the advantage of reaching wider audience simultaneously at a much 

faster rate which has made them popular especially among younger generation. It is 

very easy and economic to generate news online and disseminate it very fast through 

social media. However, the information available on social media may be false or 

faked purposefully with various intentions such as to deceive the readers, insult an 

individual or a group creating embarrassing situations, impact negatively on 

individuals as well as on the society and so on. So identifying fake news spreader is 

an important task in this modern era and is gaining popularity day by day.  

Fake news will usually be incomplete, unstructured and noisy [1]. Hence, effective 

methods are required to extract useful features from the fake news to differentiate 
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whether the news is fake or not. As the news has to be identified as fake or not, it can 

be modeled as a binary Text Classification (TC) problem with only two labels 

‘yes’/’1’ representing fake news and ‘no’/’0’ representing genuine news. Text 

classification is the process of assigning one of the predefined tags/categories/labels 

to a new or unlabeled text automatically according to its content. It is one of the 

fundamental tasks in Natural Language Processing (NLP) with broad applications 

such as fake news detection, sentiment analysis, topic labeling, spam detection, and 

intent detection. Researchers have explored several algorithms for TC that gives good 

performance. However, some algorithms perform better on some datasets, but the 

same algorithms may not give even an average performance on some other datasets. 

So, it is very difficult to claim or prove that a particular classifier is good for all 

datasets. As a result, instead of using a single classifier it is better to use a group of 

classifiers and take a collective decision just like a decision of a team rather than an 

individual. This approach called as Ensemble approach overcomes the weakness of 

one classifier by the strength of other classifier and gives better performance than an 

individual classifier.  

  In this paper, we propose an Ensemble approach for profiling fake news spreaders 

on Twitter. The rest of the paper is organized as follows. Section 2 highlights the 

related work and the proposed Ensemble approach for profiling fake news spreaders 

on Twitter is described in Section 3. Experiments and results are described in Section 

4 and the paper finally concludes in Section 5.    

2 Related Works 

Researchers have developed several algorithms for profiling fake news spreaders. 

Few important and relevant ones are highlighted below: 

A Machine Learning (ML) model for Spam Identification proposed by Kyumin et. 

al. [2] uses social honey pots in MySpace and Twitter as fake websites that act as 

traps to spammers. Since the collected spam data contained signals strongly correlated 

with observable profile features such as contents, friend information or posting 

patterns, these features are used to feed various ML classifiers and obtained results in 

range of 95% to 98% F1 score. A framework for collecting, preprocessing, annotating 

and analyzing bots in Twitter proposed by Zafar et. al. [3] extracts several features 

such as the number of likes, retweets, user replies, mentions, URLs, follower friend 

ratio and it has been found that humans share novel contents compared to bots which 

rely more on retweets or sharing URL. A bot and gender profiling study submitted to 

the PAN 2019 by Hamed et. al. [4] have exploited the TF-IDF features to train a 

model for human-bot detection and then an ensemble voting classifier has been built 

using three base models on character-level and word-level representations of the 

documents. The proposed model has achieved accuracies of 83% and 73% for English 

and Spanish respectively on the test set provided by PAN2019. 

An author profiling model submitted to PAN 2017 by Basile et. al. [5] have 

constructed Ensemble model with voting classifier and dynamic and ad-hoc grid 

search approach. The model was trained with character-level and word-level N-gram 

representations of the documents and results aggregated using majority voting 



achieved 85% accuracy on the test set. A ML model for gender classification of 

Twitter using n-grams has been proposed by Burger et. al. [6]. In addition to using 

user’s full name as most informative field with respect to gender, they have used word 

unigrams, bigrams and character 1 to 5 grams as features and obtained an accuracy of 

89.1%. Daneshvar et. al. [7] have proposed a ML model that uses latent semantic 

analysis on the TF-IDF matrix with a linear SVM classifier for the dataset provided 

by PAN 2018. Their model reported accuracies of 82.21%, 82% and 80.9% on 

English, Spanish, and Arabic datasets respectively and was the best-performing 

model. John et. al. [8] have addressed the bot identification problem from an 

emotional perspective and evaluated their model on India Election Dataset collected 

from July 15
th

 2013 to March 24
th

 2014. They have also performed a comparative 

study of classifiers including and excluding sentiment features, and sentiment model 

achieved an accuracy of 95% which is better than the other models. Tetreault et. al. 

[9] proposed a ML model using Logistic Regression classifiers to build an Ensemble 

classifier for Native Language Identification (NLI). A wide range of features such as 

word and character n-gram, POS, function words, writing quality markers and 

spelling errors are used to build the classifier. The proposed model achieved an 

accuracy of 90.1% on International Corpus of Learner English (ICLE) corpus. Filter 

based feature selection methods for the prediction of risks in Hepatitis disease is 

proposed by Pinar et. al. [10].  Their work consists of a preprocessing module 

including standardizing non-standard language expressions such as replacing slang 

words, contractions, abbreviations, and emoticons by their corresponding normalized 

language expressions. The proposed feature selection methods helped in improving 

learning accuracy and learning time reduction and obtained an accuracy of 84% on 

the dataset collected from UCI machine learning data repository that contains 19 

fields with one class attribute. 

Emotions play a key role in deceiving the reader. Based on emotions, Bilal et. al.  

[11] proposed a LSTM neural network model that is emotionally-infused to detect 

false news. The proposed model obtained accuracies of 80.72% and 64.82% for news 

articles and Twitter based on a large set of emotions and the results illustrate that false 

information has different emotional patterns in each of its types. A model based on 

Low Dimensionality Representation (LDR) proposed by Francisco et. al. [12] for 

language variety identification was applied on the age and gender identification task 

in PAN Lab at CLEF and the obtained results are quite competitive with the best 

model in author profiling task in PAN. 

3 Methodology 

Our proposed Ensemble approach for profiling fake news spreaders in Twitter is 

explained in this section. Architecture for building the Ensemble model using the fake 

news spreader training set provided by PAN 2020 [13] is shown in Figure 1. The 

proposed approach consists of the following modules: 

 

3.1 Data Preparation 



This step combines all the tweets of each user as one text document and assigns the 

corresponding label as per the data given by PAN 2020 [13].  

 

 
Figure 1. Architecture for building the Ensemble model 

 

3.2 Preprocessing 

The first step in preprocessing is demojification which is the process of converting  

emojis to text. Emojis are visual representation of emotions, object or symbol which 

can be inserted individually or together to create a string. As these visual 

representations convey certain meaning they are converted to words conveying the 

corresponding meaning and used similar to other words in the text.  Following this all 

punctuation symbols and numeric information are removed as they do not contribute 

to TC. The remaining text is tokenized into words and to reduce number of words, 

unwanted words including all stopwords, uninformative words, words with length less 

than three are removed. Further, Stemming and Lemmatization are applied to reduce 

the words into their root forms. Text data by default is high dimensional. On the 

average preprocessing reduces the dimension of text by 20-25%. The remaining  

words are given as input to the feature extraction step to extract features. 

 

3.2 Feature Extraction 

Feature extraction module is responsible for extracting the distinguishing features 

from the given text collection that completely describe the original dataset. The 

following feature selection algorithms are used in our model: 

 Unigram Term Frequency/Inverse Document Frequency (TF/IDF) is a 

weighting scheme often used in Information Retrieval and Text Mining (TM) 

which represents the relative importance of the word in the document and the 

entire corpus. It is a common technique used in any text analysis application 

including TC. A single word is considered as a feature and hence the name 

Unigram TF/IDF.  

 N_gram is a sequence of N words called as word N_grams or N characters called 

as character N_grams which are highly used in TM and NLP. This simple idea 

has been found to be effective in many applications [14].  N_gram model predicts 

the occurrence of the word based on the occurrence of its previous N-1 words. A 

TF of bi-grams, tri-grams and four-grams are used in our model. 



 Doc2Vec is an NLP tool for representing text documents as a vector and is a 

generalization of the word2vec method. It is an unsupervised algorithm to 

generate vectors for variable length pieces of text such as sentences, paragraph, 

or documents, which has the advantage of capturing semantics in the input texts. 

The vectors generated by doc2vec can be used for tasks like finding similarity of 

text at various levels like sentences, paragraph or documents. A vector of size 

300 is used in our model. 

 

3.3 Feature Reduction 

Text data is by default high dimensional as they consists of words and words are 

the features for any text analysis applications. Complexity of any algorithm increases 

with the increase in the number of features. Hence, reducing the number of features 

yet representing the original dataset becomes very important to reduce the complexity 

of the algorithms. Feature reduction plays an important role in reducing the number of 

features by eliminating redundant and irrelevant features thereby improving the 

performance of the algorithm [15].  

Three feature selection algorithms namely Chi Square test, Mutual Information  

and F-test are used for feature reduction. All these three feature selection algorithms 

are based on filter approach. In filter approach, a statistical measure is used to assign a 

score to each feature and the features are ranked by the score. Only top k ranked 

features will be selected for further processing. Brief descriptions of the feature 

selection algorithms are given below:  

 Chi-square test helps to solve the problem of feature selection by testing the 

relationship between the features. It is based on the difference between the observed 

and the expected values for each category.  Higher Chi-square value shows that 

feature more dependent on the response variable and can be selected for the model 

training. 

 Mutual Information is a powerful feature selection technique that can be used to 

measure the relationship between the variables including non-linear relationship. It 

is invariant under transformations in the feature space that are invertible and 

differentiable, e.g. translations, rotations, and any transformation preserving the 

order of the original elements of the feature vectors. The main advantage of this 

method is rapidity off execution. 

 F-test is a class of statistical tests that calculates the ratio between variances values, 

such as the variance from two different samples or the explained and unexplained 

variance by a statistical test, like ANOVA. The scikit-learn machine library 

provides an implementation of the ANOVA f-test in the f_classif( ) function. It is 

most often used to compare statistical models that have been fitted to a dataset, in 

order to identify the model that best fits the population from which the data were 

sampled.  

Feature reduction is applied only for Unigram TF/IDF and N-gram models as the 

number of features in these two models are very high. The features are ranked using 

the above methods and top 5000 features are considered in each method. Then, a 

reduced feature set consisting of the disjoint union of all these features is used for 

building the classifiers. 

 

 



3.2 Classifier Construction 

Classifiers are the supervised learning models constructed using the training set. 

Two classifiers namely, Linear SVC and Logistic regression available at Scikit-learn, 

Machine Learning in Python1 are used in our work. Brief descriptions of these two 

classifiers are given below: 

 Linear SVC is a Linear Support Vector Classifier (SVC) similar to Support 

Vector Machine classifier with linear kernel available at Scikit-learn. It accepts 

the training data and returns a "best fit" hyperplane that categorizes the given 

data. As Linear SVC is efficient, flexible and works fast, it is highly 

recommended for TC. 

 Logistic regression is a very effective classification method used on text data. It 

is a statistical model that in its basic form uses a logistic function to model a 

binary dependent variable, although many more complex extensions exist. 

 

After preprocessing the training set provided by PAN 2020 [13], Unigram TFIDF, 

N-gram TF and Doc2vec features are extracted. Further, feature reduction is applied 

to Unigram TFIDF and N-gram TF models only as these two models have more 

features. All the three features sets are scaled using MaxAbsScaler. This scaler 

automatically scales the data to a [-1, 1] range based on the absolute maximum. It is 

meant for data that is already centered at zero or sparse data. It does not shift/center 

the data, and thus does not destroy any sparsity. These scaled feature sets are used to 

build the learning models. 

Two Linear SVC models are constructed using scaled Unigram TFIDF and N-gram 

TF features and Logistic Regression model is constructed using scaled Doc2vec 

features of vector size 300.  

 

3.5 Ensemble 

There is no classifier which always gives a good result for all the datasets.  Hence, 

instead of using a single classifier, an ensemble of three classifiers mentioned above 

(Linear SVC using Unigram TFIDF, Linear SVC using N-gram TF features and 

Logistic Regression using Doc2vec) are used with majority voting [16].   

The ensemble classifier accepts the test data from the PAN 2020 organizers and 

assigns either a ‘1’ or ‘0’ representing ‘fake’ or ‘not fake’ labels respectively as 

shown in Figure 2. The test data is preprocessed and the three sets of features 

mentioned above, namely, Unigram TFIDF, N-gram TF and Doc2vec are extracted. 

Only those features presented in the reduced feature set are input to the ensemble 

model to assign the suitable label ignoring the rest.  

4 Experiment results  

The code is implemented in Python using Scikit-learn, Machine Learning in 

Python.  Uncompressed dataset provided by PAN 2020 consists of two folders, one 

for English and another for Spanish language. Each folder in turn contains an xml file 

                                                           
1 scikit-learn.org  



author (twitter user) with 100 Tweets and name of the XML file corresponds to the 

unique author id. Author list and ground truth is given in truth.txt file. Details of 

dataset are given in Table 1.  Two separate models are created for two languages 

English and Spanish. 

 

 
Figure 2.  Ensemble model for predicting the class labels of test data 

 
Table. 1 Details of datasets provided by PAN 

Language No. of 

Authors 

No. of tweets / 

Author 

No of fake 

tweets 

No. of genuine 

tweets 

English 100 300 150 150 

Spanish 100 300 150 150 

 

The proposed model is evaluated through PAN submission system called TIRA 

Integrated Research Architecture, which is a modularized platform for shared tasks 

[17] and the performance of the model is reported by task evaluators. Our model has 

obtained an accuracy of 73.50% for English language text and 67.50% for Spanish 

language text and an overall accuracy of 70.50% with a runtime of 00:01:52 

(hh:mm:ss).                                   

5 Conclusion 

     With the increasing popularity of social media, more and more people consume 

news from social media instead of traditional news media. However, social media has 

been used to spread fake news which has strong negative impact on individual and the 

society.  In this paper, an Ensemble model is built for profiling fake news spreaders 

on Twitter task in PAN 2020. Ensemble approach uses majority voting of the three 

(two Linear SVC classifiers and a Logistic Regression) classifiers built using 

Unigram TF/IDF, N_gram TF and Doc2Vec feature sets.  The proposed model 

obtained 73.50% and 67.50% accuracies on English and Spanish languages 

respectively. 
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