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Abstract
In this paper, we describe the system proposed by UO-UPV team for addressing the task Profiling Hate
Speech Spreaders on Twitter shared at PAN 2021. The system relies on a modular architecture, combining
Deep Learning models with an introduced variant of the Impostor Method (IM). It receives a single
profile composed of a fixed quantity of tweets. These posts are encoded as dense feature vectors using
a fine-tuned transformer model and later combined to represent the whole profile. For classifying a
new profile as hate speech spreader or not, it is compared by a similarity function with the Impostor
Method with respect to random sampled prototypical profiles. In the final evaluation phase, our model
achieved 74% and 82% of accuracy for English and Spanish languages respectively, ranking our team at
2𝑛𝑑 position and giving a starting point for further improvements.
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1. Introduction

In the last decade, social media has gathered in the same place people with a wide diversity of
interests and psychological characteristics, which is a great achievement from many points of
view. However, due to the reluctance of some users to accept precisely this diversity, a huge
amount of toxic content attacking immigrants and other minorities has raised, giving to the hate
speech spreading phenomenon [1, 2] an influence that in the most extreme cases contributed to
some kinds of social violence.
To face this, it is important to identify and censure, in the worst cases, users who can be con-
sidered as hate spreaders. To this end, social media platforms rely mainly on users’ reports
and content moderators, which are burdened by the amount or the content of posts. Also,
Artificial Intelligence algorithms are employed, but in most cases, these algorithms are focused
on identifying toxic content on isolated messages rather than handle and classifying a whole
user profile based on its previous posts.
The real-time microblogging platform Twitter is one of the main scenarios where users share
textual content mainly characterized for being short and informal. This platform has reached
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192 million users1, which makes it reasonable to study the behavior of these users to avoid the
spreading of toxic and hateful messages.
Traditional tasks as gender, age groups and native language detection are profiling tasks that
have been well studied in the field of Author Profiling (AP) [3, 4]. Recently alongside the growth
of misinformation and hate speech spreading phenomena in social media have stood out studies
in the Author Profiling field related to identifying psycho-social characteristics of authors [5, 6].
This involves detecting highly subjective characteristics for instance; offensiveness, toxicity, or
any psychological pattern of communication, which added to the unstructured kind of informa-
tion from texts, increases the complexity w.r.t. traditional AP tasks.
The AP task proposed at PAN 2021 [7]: “Profiling Hate Speech Spreaders on Twitter” [8] aims
to determine, given 200 tweets from a user profile, whether the author is a hate speech spreader
or not. Also, it is deployed from a multilingual perspective, evaluating the detection of hateful
speech in both English and Spanish languages.
Many efforts have been directed to the task of predicting computationally the existence of
hateful or offensive forms of communications on isolated messages. The most noticeable results
have been achieved employing Deep Learning (DL) methods like Recurrent Neural Networks
[9] or more recently, fine-tuned transformer models [10] and conventional Machine Learning
models like Random Forest for combining deep representations [11]. In the same way, mod-
eling techniques for representing and classifying author profiles on AP tasks have employed
representations ranging from single-dense or statistical-based vectors to sequences [12, 13].
In this working notes we introduce our model for participating in the “Profiling Hate Speech
Spreaders on Twitter” task and we study the proposed classifier performance by exploring
different ways for modeling the author profiles. The architecture combines DL techniques
with traditional ones from Machine Learning, specifically, it consists of a Sentence Encoder
Module, based on a transformer architecture for obtaining abstract tweets representations.
These encodings are employed for modeling the user’s profile, which is fed into a Prediction
Model based on the Impostor Method. The source code of our approach is available on GitHub2.

The paper is organized as follows: in Section 2 we briefly introduce a description of the
datasets employed. Section 3 presents the system’s architecture and provides details about its
modules. Section 4 describes the experiments and the achieved results. Finally, we present our
conclusions and provide some directions that we plan to explore in future work.

2. Tasks and Datasets

In the classification task proposed as Profiling Hate Speech Spreaders, it is only provided a
training set [14] composed by 200 examples of Twitter accounts for both English and Spanish
languages. These training examples are uniformly distributed attending to hate spreader and
no hate spreader classes and for each author’s profile a set of 200 tweets is provided. It is worth
to notice that the individual tweets are not annotated regarding the presence of hateful content.
In this work we also used an additional dataset from the training set of SemEval-2019 Task 5:

1https://www.oberlo.com/blog/twitter-statistics
2https://github.com/labadier/hatespeechspread
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Multilingual Detection of Hate Speech Against Immigrants and Women in Twitter [15] containing
9000 tweets for the English language with 3783 annotated as hateful, whereas for the Spanish
language, it is composed by 4500 tweets with 1857 annotated as hateful messages. In this dataset
for the annotation process the absence of hate speech or not on each example was considered
only attending to the immigrants and women targets.

3. System Overview

For our system we decomposed the task of classifying a whole profile into a modular problem
with three phases: i) constructing a representation that captures hate speech-related features
from an individual tweet, ii) combining the representations of the messages from the profile, iii)
determining whether the profile corresponds to a hate speech spreader or not. In this section,
we describe the modules in charge of each phase of the problem.

3.1. Tweets Encoder

For encoding the messages posted by the authors in such a way that explicit and long-term
relations expressing hate could be detected and condensed into a single vector, we fine-tuned
Transformers Models (TM) [16] by using the HuggingFace Transformers library3. Specifically,
we employed the BERTweet [17] and BETO [18] models for the English and Spanish languages
respectively. Their configuration is the same as the BERT-base [19] model and their training
is based on the RoBERTa pre-training procedure [20] using a corpus of English tweets for
BERTweet, and texts from other sources such as Spanish wikis, OpenSubtitles and ParaCrawl 4

for BETO.
We placed an intermediate classification task to fine-tune the Tweets Encoder which consists
on predicting how likely to express hate a message is. For this, we stacked to the TM an
intermediate layer as a bottleneck, for extracting a representation of the input message in a
latent space. This intermediate layer is fed with the first token of the output sequence from
the TM. Then, this encoding is passed to an output neuron which makes the prediction for the
targeted task.
In previous works [21, 22] employing the strategy proposed in the Universal Language Model
Fine-Tuning (ULMFiT) [23] for tuning pre-trained models in a gradual unfreezing-discriminative
fashion, has outperformed the standard schema for fine-tuning TMs on sentiment analysis tasks.
Taking this into account we decided to set a different learning rate for each encoder layer in
the TM, increasing it while the neural network gets deeper, i.e 𝛼𝑖 = 𝜆𝑖𝛼0 and 𝜆𝑖 = 𝜆𝑖−1 + 0.1,
where 𝛼𝑖 is the learning rate of the 𝑖𝑡ℎ layer, 𝜆𝑖 is a multiplier to compute 𝛼𝑖 from 𝛼0. The
shallower layer that receives the input message has a fixed 𝛼0 and 𝜆0 = 1. This dynamic
learning rate keeps most information from the pre-training at shallow layers and biases the
deeper ones to learn about the hate detection task. The training data from SemEval-2019 [15]
was employed for this fine-tuning process.

3https://huggingface.co/transformers
4https://github.com/josecannete/spanish-corpora
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3.2. Profile Modeling

The analysis of profiles’ history containing such amount of textual information as the ones
involved in this task, may difficult the use of DL models in terms of the sequence length resulting
from treating all the textual data at once, this occurs independently if we are addressing a
supervised or unsupervised task.
Therefore, we evaluate to model the profiles blending the dense representations obtained from
the Tweets Encoder in three different ways. In the first one, we model the profile with a graph-
based representation and combine the information from all the 200 tweets in the account by
means of a Graph Convolutional Neural Network [24, 25].
The second one treats the set of vectors computed by the Tweets Encoder from the profile’s
posts as a sequence and the information is condensed employing an attention-based model.
Finally, the third one averages the encoding of the 200 tweets in the profile (AVG-Method).

3.2.1. Graph Based Profile Modeling

In social media, hate sometimes is spread in a scattered manner i.e., the hateful content of an
idea can be constructed by relating the information from different posts. Also, the profiles
within the data are not structured following any temporal order, for this, we may be interested
in sharing the information from one tweet to the others while its individual information is
being transformed to express how it belongs to its context (i.e., the profile taking into account
the targeted task). Graph Neural Networks are specialized in learning patterns from this kind
of unstructured representation of relations.
We model the account with graph-based representation, where every node is a tweet, and
each of them is connected to the others. Then, this graph is processed by a Spectral Graph
Convolutional Neural Network (SGN).
The fact that every node in the modeled graph is connected to all the other, makes that after
one step of message passing, an individual node has knowledge about every node in the graph.
We employ the convolution operator proposed in [25] defined as:

𝑋 ′ = 𝑅𝑒𝐿𝑈(�̂�
− 1

2 �̂��̂�
− 1

2𝑋Θ) (1)

Where X is the matrix of vector representations of the nodes, �̂� = 𝐴 + 𝐼 is the adjacency
matrix 𝐴 added to the identity matrix 𝐼 what involves that self-loops are introduced to our
graph-based representation. And 𝐷 is a diagonal matrix containing the degree of the 𝑖𝑡ℎ node
(i.e. 𝐷𝑖𝑖 = 200 in our case due to the graph completeness). Finally Θ is the matrix of learnable
parameters for the message passing function. In the node-wise formulation this is given by:
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Here, 𝑥𝑖 represents the encoding of the 𝑖𝑡ℎ node, 𝑑𝑖 the degree of the 𝑖𝑡ℎ node, 𝒩 (𝑖) is the
set of neighbor nodes to 𝑖 and Θ is the matrix of learnable parameters. As we can see, in this
convolutional schema the information is shared simply by a normalized sum before computing



the new 𝑥′𝑖 encoding by Θ.
For our convolutional net we repeat this message passing and updating processes through two
convolutional layers. After the graph is convolved the nodes information are combined by a
mean-pool layer and fed into a dense layer which condense the graph information. The outcome
of this layer is considered the new profile’s modeling.
The model was trained by using the annotation provided in the competition for trying to predict
whether the user is a hate spreader.

3.2.2. Sequence Based Profile Modeling

For this approach, we consider the whole profile as a sort of sequence, where each encoded tweet
is a token whose information is contextualized by means of an Additive Attention-based Fully
Connected Neural Network (Att-FCNN). As in this sequence the order of the elements is not
relevant, we get rid of temporal dependencies possibly miscaptured with sequence-specialized
models, by avoiding the sum of a positional encoding [16] to the tokens vector. For training this
model, as in SGN, we employ the classification task of predicting if the account corresponds to
a hate spreader.
At first, the tokens of the input sequence are related and weighted through the Attention
Mechanism proposed in [26] to learn which representation has a stronger impact regarding
determining if the user is a hate spreader. The output of this attention module is reduced to a
single vector by adding together all the tokens’ weighted-vector, then it is fed into a dense layer,
whose outcome is our new profile modeling. The output of the model is computed by feeding
this encoding into a neuron, which predicts the odds of the user spreading a hateful speech.

3.3. Deep Impostor Method

An interesting fact about DL approaches is despite they are powerful at detecting abstract
features that allow partitioning the space of representations into different classes, when the
available data in the training stage is not enough their performance is affected. This is precisely
the reason why we decided to employ the above-described models (i.e., SGC and Att-FCNN
models) just to find a representation in a latent space of the profiles. Instead, for make predictions,
we propose our Deep Impostor Method (DIM) based on the Impostor Method [27].
As in the original method, for making a prediction about an unknown object (in this case a
author’s profile) we must have previously defined a set 𝐻 and 𝐾 of positive and negative
examples respectively and the unknown object 𝑢.
We assume that our 𝑢 is a hate spreader and from the set 𝐻 we sample with a uniform fashion a
subset �̄� as prototypes of the positive class and analyze for each �̄� 𝑖 if 𝑢 is more similar to this
prototype than to the elements of a set �̄�𝑖 (i.e., ℱ(𝑢, �̄� 𝑖) > ℱ(𝑢, �̄�𝑖𝑗) where ℱ is a similarity
function; in our case the cosine similarity). After this, we say that 𝑢 taking into account �̄� 𝑖 is a
candidate to be a hate spreader by majority voting, this is:

𝑃𝑖(𝑢, �̄� 𝑖) =

⎧⎪⎨⎪⎩1 if
|�̄�𝑖|∑︀
𝑗
[ℱ(𝑢, �̄� 𝑖) > ℱ(𝑢, �̄�𝑖𝑗)] >

|�̄�𝑖|
2

0 otherwise



Since the features of any object is learned by means of a DL model, we skip the feature
selection step exposed in the original method, because removing indiscriminately some of them,
may result in destroying the similarity relations between elements from the same or different
classes learned by the DL model.
After computed each 𝑃𝑖, we define the profile 𝑢 as a hate spreader following the rule:

𝑦(𝑢) =

⎧⎪⎨⎪⎩1 if
|�̄�|∑︀
𝑖
𝑃𝑖(𝑢, �̄� 𝑖) >

|�̄�|
2

0 otherwise

We set empirically the size of sampled sets �̄� and �̄�𝑖, in relation to the original size of 𝐻 and
𝐾 in the training set provided by the organizers. That is, for the Spanish language |�̄�| = 0.45|𝐻|
and |�̄�𝑖| = 0.45|𝐾|, whereas for the English language they were set as |�̄�| = 0.4|𝐻| and
|�̄�𝑖| = 0.4|𝐾|.

4. Experiments and Results

In this section, we present the experiments conducted in the tuning process of each module,
as well as the results obtained by the best strategies on the test dataset. Results regarding the
official test set were obtained by running our models on TIRA environment [28]. The metric
employed for evaluating the models was accuracy, proposed by the task organizers.

Tweets Encoder

By attaining a good performance on the intermediate task for training the Tweets Encoders,
we can obtain a better set of hate-related features for each tweet and increase the quality of
their aggregation when the profile is modeled. We explored some strategies directed to improve
the Encoder performance. The first one was employing Adapters [29] on the TMs as a way
to unify the Tweets Encoders into a Multilingual model (Adapter). Also, we explored using
the main ideas from ULMFiT without Adapters (Dynamic), and finally, we tried to use just a
straightforward fine-tuning (Standard).

Table 1
Fine-Tuning strategies for hate speech detection on SemEval 2019 dataset

Strategy
Language

Average
EN ES

Standard 0.794 0.783 0.789
Dynamic 0.848 0.872 0.860
Adapters 0.617 0.691 0.654

As can be observed in Table 1 showing the results of validating with 20% of the data, the
best-performed strategy was employing the ideas from ULMFiT. On this model, we tuned
the size of the stacked intermediate layers, as well as the learning rate (lr), resulting in the



best-performed combination setting 64 neurons for the intermediate layer and an initial lr of
1e-5. The parameters of these models were optimized with the RMSprop method.

Profile Modeling

As described in Section 3.2, we employed two main paradigms based on learning methods to
relate all tweets’ extracted features and represent the whole profiles. We made some variations
for these methods and we evaluated them with 5-folds cross-validation (CV) on every language.
Also, we compared the performance of these models with the one proposed in [13] employing
an Attention BiLSTM based model (Att-BiLSTM). In table Table 2 is shown the performance of
these models for the cross-validation evaluation and the official test set.

Table 2
Performance of Profile Modeling modules under Profiling Hate Speech Spreader on Twitter task

Data Language
Deep Model

SGCN-2 SGCN-3 Att-FCNN Att-BiLSTM

C
V

English 0.76 0.76 0.75 0.77
Spanish 0.83 0.75 0.88 0.82
AVG 0.795 0.755 0.815 0.795

Te
st

English 0.49 0.51 0.73 0.79
Spanish 0.59 0.51 0.81 0.74
AVG 0.54 0.51 0.77 0.765

Here, SGCN-2 and SGCN-3 refer to the Spectral Graph Networks described in Section 3.2,
staking two and three convolutional layers respectively. As can be observed, some of these
models, especially the graph-based one, had a poor performance for the test set in comparison
with the CV evaluation, resulting in over-fitting. This is possibly caused because the density of
the constructed graphs makes that in the message passing from one neighbor to another some
important features vanish, especially if the profile belongs to a hate speech spreader but the
hateful messages are just a few in the account. Therefore, may result convenient performing a
more sophisticated construction of these graphs where only be joint the more similar tweets
belonging to the same class according to the Tweets Encoder predictions. Nevertheless, we also
must consider that in terms of profiles, the amount of examples for each class is not too large,
which makes it difficult for the generalization capability gain in the training process of these
DL models.
In this module the learnable parameters of every tested model were optimized with the Adam
Optimization Method.

Classification Method

For the DIM, naturally, we tuned the profile modeling to be employed, and in exhaustive fashion
for each of these modelings, the proportion of the positive and negative classes represented by
�̄� and �̄�𝑖 respectively. The best results for each model regarding this experimental process are
shown in Table 3.



Table 3
Deep Impostor Method Performance

Data Language
Profiling Model

SGCN Att-FCNN Att-BiLSTM AVG Method

C
V

English 0.73 0.72 0.74 0.73
Spanish 0.76 0.76 0.82 0.78
AVG 0.745 0.74 0.78 0.755

Te
st

English 0.72 0.73 0.73 0.74
Spanish 0.80 0.85 0.79 0.82
AVG 0.76 0.79 0.76 0.78

At first glance, it can be observed how this machine learning method yields more encouraging
and stable results with respect to the individual modules described above. Also, more simplistic
methods for representing the whole profile, like AVG-Method, reported better performance.
Taking into account that DIM relies on similarity comparisons, this implies that such approaches
gave a better representation in terms of intra-profile similarity relations, which can be observed
in Figure 1, where on each matrix the first 100 columns and rows correspond to the hate spreader
profiles.
Here the AVG-Method and Att-LSTM show the most symmetric behavior. This means that the

Figure 1: Similarity Relation Between Profiles for English Language in the Training Set

representation of profiles within the same class are more similar. Nevertheless for the first one
the intraclass similarity is more strongly defined.
We also tried to use fixed �̄� and �̄�𝑖 employing the prototype selection method proposed in



[30]. In this method, at first the whole training data is clustered independently of the objects’
class. Then, from homogeneous clusters (i.e., all the objects belong to the same class) is defined
as prototype the object more similar to the mean prototype. For non-homogeneous clusters
is defined a major class (i.e., the one most represented within the cluster) then, the border
prototypes in the cluster are those not in the major class and more similar to elements from the
major class. Conversely, the elements of the major class more similar to the computed border
prototypes are also considered as border prototypes.
We changed the criterion for comparing the objects from a distance-based to a similarity-based
to make the method compatible with our DIM, but the performance did not improve the one
achieved by the random strategy. This clearly means that representative elements are not being
well selected by this method in terms of similarity relationships and we hypothesize this fact is
related to the definition of clusters, which relies on fuzzy c-means clustering algorithm [31].
This one is based on distance relations rather than similarity relations.
Regarding the official Results, our best submission to the “Profiling Hate Speech Spreaders on
Twitter” shared task achieved 74% and 82% of accuracy for English and Spanish languages
respectively and it was performed by combining the TM fine-tuned with the ideas from ULMFiT
and the AVG-Method for modeling the profile, setting the proportion represented by �̄� and
�̄�𝑖 of the hate spreader and no hate spreader classes to 0.4 and 0.45 for English and Spanish
languages respectively. Nevertheless, employing the representation learned by the Att-FCNN
yield a better performance as shown on Table 3.

5. Conclusion and Future Works

In this paper, we presented our system for addressing the task “Profiling Hate Speech Spreaders
on Twitter” proposed at PAN 2021, consisting of given a Twitter author profile, determining
whether it corresponds to a hate speech spreader or not. We addressed this task analyzing it
from a modular standpoint, at first we explored different ways for encoding individual tweets by
employing BERT-based models, which have placed the state of the art in many downstream tasks
from NLP, specifically in sentiment analysis and hate speech detection. Afterward, we analyzed
some techniques for representing a user profile, using the encodings of textual information from
the profile’s posts. Finally, we presented a classification module based on slight modifications
to the Impostor Method. We achieved the best performance of our system in competition by
applying fine-tuning with an intermediate task to the Transformer Models, employing the
main ideas from the ULMFiT and modeling the whole profile by combining the tweets with a
linear operation such as average, reporting a 74% and 82% of accuracy on English and Spanish
languages respectively.
To sum up, the main issues of our system are related to obtaining good representations for the
entire profiles, taking into account that the graph modeling technique seems to be a promising
way to relate such unstructured relations like the ones existing among the posts, we plan to
analyze and construct a graph representation that captures stronger relations considering the
predictions made by the Twitter Encoder module. Also, for the Deep Impostor Method it would
be interesting to explore a more steady prototype selection technique and replace the similarity
function based on cosine similarity by an automatic metric learning model, which could be



trained introducing external data for an intermediate task due to the limited amount of data
provided in the competition in terms of profiles.
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