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Abstract
This paper introduces the system proposed by team NLP-CIMAT for the PAN 2023 shared task, "Profiling
Cryptocurrency Influencers with Few-shot Learning." The shared task involves three classification
subtasks, each featuring low-resource datasets with a limited number of examples per label. The first
subtask focuses on predicting the magnitude of an influencer. The second subtask involves classifying the
interest of the influencer. Lastly, the third subtask focuses on predicting the intent of the tweet, with the
aim of identifying its underlying purpose or motivation. Our system exploits pre-trained language models
by adapting two distinct training frameworks: traditional fine-tuning and entailment-based fine-tuning.
The traditional fine-tuning approach trains a transformer encoder to predict the class of each tweet. In
contrast, the entailment-based approach utilizes a model pre-trained for the NLI task and further trains
it using the task data by reframing the classification problem as an entailment problem. Although the
former is suitable for ample labeled data, the entailment-based approach is more effective in low-resource
scenarios. We found that, in the tasks’ data, entailment-based and traditional fine-tuning schemes
showed outstanding performance, we propose an ensembling technique that combines the strengths
of both strategies through a soft-voting approach over the traditional fine-tuning predictions and the
entailment-probabilities of the entailment approach. Furthermore, we also employ a Data Augmentation
strategy by prompting ChatGPT to generate another synthetic tweet for each of the tweets in the dataset.
Our submitted system ranked first for the second subtask, and obtained highly competitive results in the
other two. Overall, our team obtained the first place in the shared task, demonstrating the effectiveness
of our approach.
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1. Introduction

In recent years, Natural Language Processing (NLP) has witnessed significant advancements,
and the domain of social media analysis and author profiling is not the exception. This paper
addresses the PAN 2023 [1] shared task, "Profiling Cryptocurrency Influencers with Few-shot
Learning." [2], which consists of classifying cryptocurrency influencers of twitter by their level
of influence, interest, and intent, based on few tweets.

Our proposed methodology builds upon the great performance of transformer based language
models [3, 4, 5, 6, 7] adapted to perform transfer learning, data augmentation and fine tuning of
Natural Language Inference (NLI) [8, 9] models. The intuitive idea is that by fine-tuning a pre-
trained transformer-based language model on cryptocurrency-related data, we aim to capture
domain-specific nuances and improve the model’s performance on influencer classification.
The data augmentation step helps to artificially expand the available training data to enhance
model generalization and improve classification performance. We incorporate the insights
from recent advancements in NLI models. Works such as [10] have showcased the efficacy of
transformer-based models in classifying entailment and contradiction relationships between
two sentences, a premise and an hypothesis. By leveraging this capability, we follow [11] and
[12] in order to make text classification using NLI models.

To further improve the robustness and diversity of our training data, in a second stage we
adopt data augmentation. Data augmentation techniques play a crucial role in enhancing the
performance of machine learning models, particularly in scenarios where labeled training data
is limited, which is our case. In this paper, we propose a novel approach for data augmentation
using ChatGPT, a powerful language model developed by OpenAI. Unlike traditional data
augmentation methods that rely on rule-based or linguistic transformations, our approach
leverages the generative capabilities of ChatGPT to generate synthetic labeled authors by using
prompts. We observed that using data augmentation significantly improves results for interest
and intent classification.

In a final stage, we propose an ensemble approach that combines fine-tuned language models
and NLI models, employing a soft voting mechanism. The intuition of this is that both methods
address the same task but employ distinct approaches, thereby enabling the extraction of
complementary strengths from each via an ensemble. Experimental results demonstrate that
the ensemble approach outperforms individual models, and data augmentation using ChatGPT
yields superior results in most cases.

2. Related Work

2.1. Fine-tuning BERT on few examples

Pretrained language models based on Transformers have significantly advanced the field of
natural language processing (NLP) in recent years. These models leverage large-scale pretraining
on vast amounts of unlabeled text data to learn powerful representations of words, sentences,
and documents. One of the pioneering works in this domain is the BERT (Bidirectional Encoder
Representations from Transformers) model introduced by [3], which attained state-of-the-
art performance on various NLP tasks, including text classification and extractive question



answering. Building upon this foundation, subsequent research has introduced variations and
improvements to pretrained language models. For instance, RoBERTa [4] demonstrated the
effectiveness of training larger models with more data and longer training durations. DeBERTa
[6] introduced enhanced modeling techniques for better representation learning. These models
highlight the continuous evolution and exploration of pretrained language models, showcasing
their success in various NLP tasks and their potential for further advancements.

The prevailing method for utilizing pretrained language models in text classification involves
replacing the original output layer with a task-specific layer and fine-tuning the entire model.
This modifies the new layer’s weights and gradually all original weights. For instance, in the
case of text classification, an additional classification head maps the [CLS] last hidden state,
or a pool of all last hidden states, to an unnormalized probability distribution across output
classes. DocBERT [13] achieve state of the art results in four datasets by fine tuning BERT for
document classification. The process of fine tuning for text classification introduces two sources
of variability: the initialization of weights in the classification head and the order of data in
the stochastic fine-tuning optimization. Furthermore, [14] identified several factors that cause
instability when fine tuning BERT for tasks with few training examples.

2.2. Modeling Few-Shot Classification as an Entailment problem

In a Few-Shot setting, training language models for classification (such as BERT) becomes
challenging due to the large number of parameters to be updated and the few instances. Although
in [15] the authors found that large language models can be suitable zero-shot predictors, or few-
shot predictors with prompted examples in the context, these models are typically prohibitively
expensive and complex to train and deploy. Some alternatives include reformulating the masked
token prediction task in language models to predict the classes as the most probable class for the
masked token [16, 17] or fine-tuning in advance for a similar task. However, [11] demonstrated
that it is possible to take advantage of language models previously trained for the NLI task for
Few-Shot classification by reformulating the classification problem as an entailment problem.
This is done by formulating the text input as:

<CLS> Text input <SEP> Hypothesis for a given class <EOS>

The idea is that the inputs with correct hypotheses should be labeled as "entailment" and the
incorrect hypothesis as "contradiction". Then, the models are fine-tuned for NLI using the
few samples available. The authors in [11] found that this technique outperformed previous
methods for Few-Shot classification. A drawback of the entailment approach is that the final
trained models are not task-agnostic [12], thus, models trained for a given few-shot problem
may not be as effective for another. Furthermore, using these models in a production scenario
may not be as efficient since –for each prediction– C* inputs need to pass through the model.
To relieve this, [12] proposes a label-tuning approach, which uses a sentence encoder to map
the input and the hypothesis to a vector space. In this scenario, only the hypothesis encoder
has to be trained such that the encoded hypothesis of the correct class is more similar to the
encoded text than the other classes. The official baseline of the shared task consists of a T5-large

*Where C is the number of classes



encoder [18] with label tuning. Nevertheless -although efficient- the label-tuning approach
tends to underperform compared to the traditional cross-attention approach described above,
therefore, we employ cross-attention models for the subtasks.

3. Crypto-influencer Dataset

The shared task "Profiling Cryptocurrency Influencers with Few-shot Learning" comprises
tweets authored by various cryptocurrency influencers. The task encompasses three distinct
subtasks, each focused on a specific profiling aspect and associated with its own set of tweets in
English:

1. Subtask 1: Magnitude Profiling This subtask involves profiling the magnitude of an
influencer, determined by the number of followers. The task’s dataset consists of up to 10
tweets per user and 32 users per label. There are five possible labels for this subtask: null,
nano, micro, macro, and mega. The total number of tweets counting each user adds up to
a total of 929 tweets, which makes the dataset of subtask 1 the largest of the three.

2. Subtask 2: Interest Identification This subtask aims to identify the specific interest
of a user based on the content of their tweet. Five labels describe different interests:
technical information, price update, trading matters, gaming, and other. Therefore, this
dataset is composed of a total of 320 tweets.

3. Subtask 3: Intent Classification In this subtask, the objective is to determine the intent
behind a tweet written by a user. The four possible intent labels include subjective opinion,
financial information, advertising, and announcement. In total this dataset is composed of
256 tweets, making it the smallest of the three subtasks.

It can be inferred that the tweets were collected from various sources related to known
cryptocurrency influencers and their interactions within the community. The labeling process
likely involved manual annotation or expert judgments to assign the appropriate labels for each
subtask based on the content and context of the tweets. The exact methodology and criteria
used for retrieval and labeling, however, was undisclosed in the information provided by the
time we write this paper.

4. System Overview

4.1. Text pre-processing

Following [5], for all our experiments we used a normalization strategy for tweets by converting
word tokens of user mentions and web/url links into special tokens @USER and HTTPURL,
respectively, and converting emotion icon tokens into corresponding strings. Here’s and example
of an original tweet and how it would appear after the normalization strategy:

• Original: "RT @momomeatmaker: Fresh drop ♥ \n- 3 Men Please -\nthe more the
merrier-\n\n30 editions 0.5 $XTZ\n\ncollect via\nhttps://t.co/FVt1WR27TX".

• Normalized: "RT @USER: Fresh drop :heart: \n- 3 Men Please -\nthe more the merrier-
\n\n30 editions 0.5 $XTZ\n\ncollect via HTTPURL".



Table 1
Prompt formats for data augmentation using ChatGPT.

|X|
Subtask 1:

Suppose there is a twitter user who is a cryptocurrency influencer and their
class of influence is {label} influencer. They wrote the next tweets:\n
{listed_tweets}\n Based on these tweets, invent a new user who also is a
{label} cryptocurrency influencer and write a new tweet of that user here:

Subtask 2:
Suppose there is a twitter user who is a cryptocurrency influencer with

interest in {label}. They wrote the next tweets:\n {listed_tweets}\n Based on
these tweets, invent a new user who also is a cryptocurrency influencer with

interest in {label} and write a new tweet of that user here:
Subtask 3:

Suppose there is a twitter user who is a cryptocurrency influencer with
{label} intent. They wrote the next tweets:\n {listed_tweets}\n Based on

these tweets, invent a new user who also is a cryptocurrency influencer with
{label} intent a new tweet of that user here:

Table 2
An example of a tweet of subtask 3 and the resulting synthetic creation of ChatGPT using it as context.

|X|
Original tweet:

What are we saying about $FXS? I’ll ignore the coming snapshot for the
airdrop and I will wait for price to reach lower before I spot buy some Frax.
IMO this snapshot is only the driver for the price to have a short-term rally

before falling brutally. Expect a hard selloff. https:t.coAkradbARhu
Synthetic tweet:

What are we saying about $FXS? I think the airdrop is a great way to get more
people involved in the project and I will definitely be buying some before
the snapshot. I believe the price will continue to rise after the snapshot.

4.2. ChatGPT data augmentation

To perform data augmentation with ChatGPT, we follow a two-step process. First, for each
author 𝐴 in the training dataset we create a prompt using their tweets as shown in Figure 1.
Second, we use ChatGPT to genearate 𝑛𝐴 different tweets, where 𝑛𝐴 is the total number of
tweets of author 𝐴. These generated tweets are going to be the tweets of a new synthetic author
of the same class as 𝐴. Our procedure ensures that the total number of tweets and authors
per class of the generated data are equal to the original data. The augmented dataset is the
combination of both the original and the generated data, and is twice the size of the original
training dataset.

ChatGPT allows the creation of more natural and contextually relevant synthetic data, which
aids in training models that can better handle real-world scenarios. Additionally, ChatGPT’s vast
knowledge base enables it to generate text across a wide range of topics and styles, producing
more diverse augmented data than traditional machine learning methods for data augmentation.
See Figure 2.



We used the Open AI’s package* for python to generate all the synthetic data with GPT-3.5 [19].
The model version was text-davinci-002, although there are several model checkpoints
for GPT-3.5, with 128 maximum tokens and temperature equals to 1.0. We did not explore any
other configuration of parameters, which could be future work. We share the dataset and script
with the community*.

4.3. Fine-tuned models

Starting from a pre-trained transformer-based language model, we added a classification head
on top of the model, such that each input tweet produces an output vector of size corresponding
to the number of possible classes. By applying the softmax function to the output vector, a
probability distribution is obtained where each entry represents the probability of the tweet
belonging to the corresponding class.

• Training
For the training phase, each tweet was used as a training instance, with its class determined
by the author’s class. In all three subtasks, the classes are balanced in terms of the number
of authors. For subtasks 2 and 3, each author has only one tweet. For subtask 1, each
author can have between 1 and 10 tweets, resulting in imbalanced classes in terms of the
number of tweet instances. In this case, we decided to introduce sample weighting in the
loss function.

• Inference
During the inference phase, all tweets from the test split are processed to obtain their
probability distributions in the class space. The author’s class is determined by performing
a soft voting mechanism on the distributions of their tweets. The class with the highest
cumulative probability across their tweets is selected as their final class assignment. In
other words, for an author 𝐴, its predicted class 𝑐𝐴 is computed as:

𝑐𝐴 = argmax
𝑐∈𝒞

∑︁
𝑡∈𝑇𝐴

𝑝(𝑐|𝑡) (1)

where 𝒞 is the class set and 𝑇𝐴 is tweets set of author 𝐴. Specifically, for subtasks 2 and
3, the author’s class is just the class with highest probability of their unique tweet.

4.4. NLI-based models

This section provides an overview of the training process for the entailment-based models used
in the shared tasks. Additionally, it outlines the inference process employed once the models
have been trained.

• Training.
We follow the same approach as [11] for training models for training the entailed-based
approaches for the three subtasks. We begin by fine-tuning a pretrained language model,

*https://platform.openai.com/docs/api-reference/introduction
*https://github.com/Bayesiano-creator/chatgpt-data-aug

https://platform.openai.com/docs/api-reference/introduction
https://github.com/Bayesiano-creator/chatgpt-data-aug


such as BERT, for the Natural Language Inference (NLI) task. To accomplish this, we
utilize well-known datasets such as SNLI (Stanford Natural Language Inference) [8],
MNLI (Multi-Genre Natural Language Inference) [9], and ANLI (Adversarial NLI) [10].
Following the fine-tuning of the model for the NLI task, we proceed to fine-tune it further
for classification tasks by incorporating text-hypothesis pairs. For every text sample in
the training dataset, we construct two distinct text inputs intended for the entertainment
models. One is assigned an entailment label (representing the correct class), while the
other is assigned a contradiction label (randomly selected from the pool of incorrect
classes).
We additionally take into consideration two sets of label hypotheses: one devised by our
team and the other generated by ChatGPT by providing a detailed description of the
class along with our own hypothesis serving as an illustrative example. Furthermore, we
train two sets of models: one exclusively using the original training data and the other
incorporating the augmented data generated by ChatGPT.

• Inference.
After completing the training phase for entailment-based classification models, we make
predictions for a given sample text by calculating the entailment probabilities for each
potential class within the dataset. For instance, in the case of subtask-2, which involves
interest identification and encompasses five distinct classes, we would compute the
entailment probabilities for all five text-hypothesis pairs. Subsequently, we select the
class with the highest probabilities as the predicted label.

4.5. Ensembling entailment and full fine-tuning approaches

Considering that the subtask datasets for our problem are relatively larger compared to other
few-shot problems*, the disparity in performance between traditional fine-tuned models and
entailment-based approaches may not be as pronounced. Consequently, we anticipate that
combining the predictions from both strategies through an ensemble approach can lead to
enhanced prediction performance. By leveraging the strengths of each approach and mitigating
their respective limitations, ensembling the predictions is expected to yield improved overall
performance, taking advantage of the complementary aspects of the two strategies.

The main idea behind the ensemble system is to aggregate the predictions from various
models. Initially, we plan to employ a soft-voting mechanism by summing the output logits of
each model and subsequently selecting the class with the highest cumulative probability as the
final prediction. However, a significant challenge arises in this approach: the predicted logits
from the entailment-based models correspond to NLI predictions, encompassing entailment,
contradiction, and neutral classes. Consequently, we must extract only the entailment class
outputs to aggregate them into fine-tuned outputs, ensuring compatibility and coherence within
the ensemble framework.

The process for performing the soft-voting between the two different approaches is shown in
Figure 1, and explained in the following lines:

*Such as the ones evaluated by [11] by utilizing only eight samples per label.



Figure 1: Ensemble pipeline for combining the predictions from both approaches using soft-voting.
The inputs are represented in blue color, while the brown-colored boxes illustrate the outputs from
the model trained for Natural Language Inference (NLI). Subsequently, only the entailment classes are
selected, resulting in the yellow-colored box. The green boxes represent the output from the fine-tuned
models. Finally, the red-colored box represents the predicted class probabilities after the soft-voting
mechanism is applied.

• Given that we have 𝑁 classes, in the entailment-based approach we would have 𝑁
predictions per sample, corresponding to each class hypothesis.

• From these NLI predictions*, we can simulate an output similar to the fine-tuning approach
(green box) by focusing only on the entailment logits for each text-hypothesis pair (brown-
box).

• To sum the predicted class probability distributions for the soft-voting mechanism, we
must transform the entailment outputs for each class by applying a softmax function
with a temperature parameter, which ensures that the resulting distribution exhibits a
similar entropy to that of the fine-tuned outputs (yellow-box).

• Finally, we sum the predicted class probability distributions from the different models
(red box). Then, we select the class with the highest probability as the final prediction

This approach allows us to incorporate entailment-based predictions into the ensemble frame-
work while improving compatibility of the combined models.

5. Evaluation Results

Due to the few-shot nature of the task, creating a development partition from the data could
lead to biased estimations of the models’ performance. To address this, we employ a 4-fold
validation approach, ensuring equal class representation and robust performance estimation.
Evaluation is based on the F1 macro metric, aligned with the official task metric, providing
comprehensive assessment across the folds.

First, we evaluate the performance of individual models. Each model was trained following
one of the two methods described in Section 4: the fine-tuned (FT) approach, and the Entailment-
Based (EB) approach. For the latter, we evalaute the set of hypothesis crafted by us (EB-Ho),

*The probabilities for entailment, neutral, and contradiction.



and the set crafted by ChatGPT (EB-Hg). In order to identify the most promising models for
further evaluation, we conducted a preliminary assessment of different models for each subtask.
In this section we report the most promising architectures we evaluated for each subtask.

For subtask 1, we evaluated the performance of BERT, CryptoBERT, and FinBERT models
using the fine-tuning method. For the entailment-based approach, we assessed the performance
of RoBERTa-Tweets (pretrained specifically on Tweets) and FinBERT models. The evaluation
results are presented in Table 3. Notably, the traditional fine-tuning approach, particularly
utilizing the BERT model, obtained a superior performance compared to the entailment-based
approach. This outcome can be attributed to the fact that the first subtask encompassed a
substantial amount of data, with over 900 tweets available for training. Consequently, the
entailment-based approach may not be the most suitable method for this task, emphasizing the
advantage of the traditional fine-tuning approach in scenarios with a larger data volume.

In the case of subtask 2, BERTweet, CryptoBERT, and DeBERTa were selected for the fine-
tuning method and Roberta-Tweets and DeBERTa for entalment approaches. According to
the results presented in Table 4, the entailment-based models demonstrate slightly better
performance, although the performance gap between the two approaches is relatively small.
The DeBERTa model using the entailment method achieves the best performance, which we
consider to be moderately better than the fine-tuning approach. This observation aligns with
the fact that subtasks 2 and 3 have considerably less data compared to subtask 1. Consequently,
the entailment-based methods showcase superiority in these subtasks where data scarcity is
more prominent.

Moving on to subtask 3, we conducted evaluations using the same architectures as in subtask
2 for both the fine-tuning and entailment-based approaches. The results are presented in Table
5. As observed, the entailment-based method yields better performance, particularly for the
DeBERTa model. This can be attributed to the fact that subtask 3 has the smallest number of
tweets, making the entailment-based approach more effective for this task.

Finally, we select the best performing individual models an build an ensemble following the
procedure described in Section 4.5. The intuitive idea behind this ensemble is to leverage the
capabilities of both approaches through a soft-voting mechanism. The obtained results are shown
in Table 6, we can observe that, for subtasks 2 and 3, there is a significant performance gain by
ensembling both architectures. For subtask 1, we were not able to improve the performance of
the single BERT model, mainly because of the larger performance gap with the other models.

5.1. Results in test partition

The best-performing systems in the 4-fold validation experiments were submitted for each
subtask to be evaluated in the test partition. The official evaluation metrics obtained are shown
in Table 7. For the first subtask, we found that a single BERT [3] model fine-tuned on the subtask
data achieved the best performance, surpassing training with ChatGPT data augmentation or
models pretrained in a language domain closer to finance and cryptocurrency. For the second
subtask, we submitted and ensemble that contained both fine-tuned and entailment-based
models. For fine-tuned models, we employed CryptoBERT and BERTweet. In the case of
entaiment-based models, we used DeBERTa and RoBERTa-Tweets. We trained most of the
models –excepting DeBERTa– with ChatGPT synthetic data. In the case of the third subtask,



Table 3
4-fold validation results for subtask 1. The tags are used later for describing ensemble configurations.
The results demonstrate a clear superiority of the traditional fine-tuning approach for this subtask.
This observation aligns with our hypothesis that the larger amount of available data contributes to the
enhanced performance.

Subtask 1 Only original data Using Augmented Data
Tag Model Strategy F1 macro F1 macro

B BERT FT 58.870 8.390 54.650 7.120
CB CryptoBERT FT 51.010 6.790 46.130 6.400
FB FinBERT FT 55.640 8.440 48.400 9.760

FB FinBERT EB - Hg 51.958 5.119 52.618 7.667
RT RoBERTa-Tweets EB - Hg 46.550 6.920 50.204 5.220
FB FinBERT EB - Ho 49.553 7.415 51.287 5.665
RT RoBERTa-Tweets EB - Ho 48.097 7.157 48.697 12.717

Baseline T5-encoder LT 43.25 4.22 42.17 8.47

Table 4
4-fold validation results for subtask 2. The results show that the entailment-based approach outperforms
the traditional fine-tuning approach in this subtask. Particularly, the DeBERTa model demonstrates the
best overall performance among the evaluated models.

Subtask 2 Only original data Using Augmented Data
Tag Model Strategy F1 macro F1 macro

BT Bertweet FT 61.480 3.040 62.290 3.370
CB CryptoBert FT 58.190 5.880 62.990 6.080
BT Bert FT 55.240 3.710 56.060 2.570

D DeBERTa EB - Hg 63.318 5.026 61.457 1.468
RT RoBERTa-Tweets EB - Hg 60.106 3.404 62.694 0.254
D DeBERTa EB - Ho 62.120 2.853 61.429 3.182
RT RoBERTa-Tweets EB - Ho 58.514 1.303 59.576 3.783

Baseline T5-encoder LT 60.200 4.150 60.490 3.710

the submitted system was also an ensemble of entailment-based models and fine-tuned models.
This ensemble consisted on three fine-tuned models (BERTweet, FinBERT, and DeBERTA), and
three entailment-based models (three DeBERTa models trained with different configuration for
hypotheses and training data (See Table 7).

6. Conclusion

As previously highlighted, it is worth noting that the amount of data provided for the various
subtasks, particularly subtask 1, is relatively larger than other few-shot classification problems.
Consequently, the performance gap between traditional fine-tuning and the entailment-based
approach is not as pronounced in the 4-fold evaluations we conducted.



Table 5
4-fold validation results for subtask 3. The results indicate a slightly better performance when employing
an entailment-based approach for this subtask. Notably, when incorporating ChatGPT Data Augmenta-
tion, we observe significantly improved results in this approach.

Subtask 3 Only original data Using Augmented Data
Tag Model Strategy F1 macro F1 macro

BT Bertweet FT 68.600 5.370 67.520 5.460
CB CryptoBert FT 63.270 2.660 64.650 4.050
D DeBERTa FT 63.820 3.680 67.940 2.260

D DeBERTa EB - Hg 68.447 4.646 74.365 4.527
RT RoBERTa-Tweets EB - Hg 65.141 4.639 64.336 2.899
D DeBERTa EB - Ho 67.517 4.511 72.828 5.294
RT RoBERTa-Tweets EB - Ho 60.458 3.091 66.339 6.207

Baseline T5-encoder LT 67.030 4.560 62.150 5.760

Table 6
Figure 4: 4-fold validation results on Ensembles. The results demonstrate a significant improvement in
subtasks 2 and 3 when employing ensembles. The nomenclature used for the ensembles corresponds
to the Tags in Tables 3, 4, and 5: The letters indicate the employed model, the superscript denotes the
approach (entailment-based or traditional fine-tuning), and the subscript indicates the usage of Data
Augmentation.

Models in ensemble F1 macro

FB𝐸𝐵−𝐻𝑔
𝐷𝐴 +FB𝐸𝐵−𝐻𝑜

𝐷𝐴 54.398 8.287
Subtask 1

B𝐹𝑇 +FB𝐹𝑇 +CB𝐹𝑇 56.433 10.531

CB𝐹𝑇
𝐷𝐴+D𝐸𝐵−𝐻𝑔 65.936 1.387

Subtask 2
CB𝐹𝑇

𝐷𝐴+BT𝐹𝑇
𝐷𝐴+D𝐸𝐵−𝐻𝑔+RT𝐸𝐵−𝐻𝑔

𝐷𝐴 68.458 2.667

BT𝐹𝑇 +D𝐸𝐵−𝐻𝑔
𝐷𝐴 74.735 3.964

Subtask 3
BT𝐹𝑇 + FB𝐹𝑇

𝐷𝐴+ D𝐹𝑇
𝐷𝐴+D𝐸𝐵−𝐻𝑔

𝐷𝐴 +D𝐸𝐵−𝐻𝑜
𝐷𝐴 +D𝐸𝐵−𝐻𝑔 75.819 4.926

In subtask 1, the fine-tuning approaches exhibit superior performance compared to the
entailment-based models. However, for subtasks 2 and 3, we do observe slightly better perfor-
mance from the entailment-based models. In particular, assembling both approaches in subtasks
2 and 3 leads to a significant performance increase, highlighting the potential complementarity
between the two techniques.

Finally, we observed promising results in incorporating a Large Language Model (LLM),
specifically ChatGPT, into our system. It mostly allowed us to effectively double the available
data by generating synthetic samples for each tweet. This augmentation of the dataset enhanced
the model’s ability to learn and generalize from a larger pool of examples. Also, ChatGPT
assisted in crafting a comprehensive set of hypotheses for each subtask in the entailment-



Table 7
F1 macro scores obtained in the test set for each subtask. We follow the same nomenclature as in Table
6.

Submitted system F1 macro Rank

Subtask 1 B𝐹𝑇 58.44 3rd

Subtask 2 CB𝐹𝑇
𝐷𝐴+BT𝐹𝑇

𝐷𝐴+D𝐸𝐵−𝐻𝑔+RT𝐸𝐵−𝐻𝑔
𝐷𝐴 67.12 1st

Subtask 3 BT𝐹𝑇 + FB𝐹𝑇
𝐷𝐴+ D𝐹𝑇

𝐷𝐴+D𝐸𝐵−𝐻𝑔
𝐷𝐴 +D𝐸𝐵−𝐻𝑜

𝐷𝐴 +D𝐸𝐵−𝐻𝑔 64.46 5th

based approaches. Leveraging the LLM’s language generation capabilities, we generated highly
informative hypotheses, helping the entailment-based models to better discern among different
labels.

Our proposed approaches demonstrated superior performance compared to the baseline
models that relied on label tuning. Furthermore, our team achieved notable rankings, securing
the first position in subtask 2, the third position in subtask 1, and the fifth position in subtask 3.
As a result, our team obtained the highest average scores, ultimately obtaining the first place
overall in the shared task. These results affirm the competitiveness and effectiveness of our
proposed system, underscoring its capability to excel in this particular low-resource task.

7. Ethical Concerns

Models trained with low-resource data can be susceptible to biases present in the limited
examples used for training. As a result, the predictions made by these models may be influenced
by such biases, potentially leading to unfair or discriminatory outcomes in real-world scenarios.
Caution should be exercised when relying on the predictions of these models, particularly in
decision-making processes.

Furthermore, systems designed to profile individuals based on their social media posts should
be deployed with care to avoid exacerbating existing biases and inequalities within the influencer
ecosystem. Additionally, there is a risk of privacy invasion if the neural network inadvertently
extracts sensitive information from the tweets, further emphasizing the need for responsible
and ethical usage of such systems. Proper attention should be given to ensuring the protection
of privacy rights and minimizing any potential harm or discrimination that may arise from the
use of these models and their outputs.
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