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Our system has three modules: preprocessing, training and testing
modules. In figure 1 we show the architecture of the system in the
training phase. In figure 2 we present the architecture of the system
in the testing phase. Both of them use the preprocessing module.

Introduction
Author profiling problem is about detecting some characteristics (age, gender, for example) of the author of some text depending
on the features (eg. lexical, syntactical) of this text. Men and women, and of different ages, write in different ways. Having a
dataset in hand, written by different authors of different characteristics, we can train the machine using this dataset so it can
predict these characteristics of an unseen piece of text fed to it. PAN16 author profiling task provides a dataset of tweets for the
sake of developing an author profiling system. The task is about predicting the age and the gender of the author. Machine
Learning technique suits to achieve this goal. Support Vector Machines [1] (SVMs) can be used as a multi-class classifier which
could be trained using the dataset provided to produce a model which can be consulted on an unseen set of tweets written by
some author to predict his age and gender. Bag-of-Words [2] (BOW) is a simplified representation of the text corpus which
contains all the words used in it with their frequencies. BOW representation is used in many areas like Natural Language
Processing Information Retrieval, Document Classification and among others. In our work we use SVMs and BOW representation.
We use the python machine learning library, scikit-learn [3]. After we produced the best possible model trained on PAN16 author
profiling dataset, we ran some tests over the test sets provided by Tira.

System Architecture

Figure 1: The architecture of the system: training phase

Figure 2: The architecture of the system: testing phase

Dataset
The dataset provided by the PAN 2016 was used in our
study. The corpus contains 436 files, each file contains a
set of tweets and these files are written by different
authors. Table 1 explains this dataset.

Acknowledgements

Conclusion and Future Work

Results
We show one of the results after testing on the PAN 16
corpus with 10000 features. Table 2 shows the results:
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We notice that the results were better for PAN15 than for
PAN16 and that was because of the tagging process worked
differently for different dataasets. Increasing the number of
features does not mean necessarily better results. We can
improve our results by adding features extracted with
respect to the natural language (syntactic and semantic
features, for example).
In the future, the use of the term frequency-inverse
document frequency (tf-idf) technique and tuning the
maximum size of the BOW can help to improve the results.

Table 2: Results for PAN 16 corpus with 10000 features.

Table 1: PAN 16 Author Profiling Dataset
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