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Coniigurafions

Given a set of documents written by » Experience from PAN’14 . B

| lepresenting distinct sets of parameters
author A and an unknown document, find

, » two complementary approaches In a uniform way
whether the latter was written by A.
» PAN'14 meta-classifier performance » Set of parameter-value pairs:
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» Area under the ROC curve (AUC), 1 P » Uniquely defines how to train a model
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Approach AL - Genetic Algorithm
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» Supervised classification problem 04— 2 » Gonfigurations = “individuals”
» Combining multiple learners A » Selects optimal configs for each strategy
02 1/ 4
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» Genetic algorithm: ' » Parameters (at every generation):

» Training individual learners o - " - " j- » Proportion of selected breeders: 10%.
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» Probability of mutation: 0.02.
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For every dataset, 5 strategies are trained individually with the genetic algorithm. Their output are 5xN “optimal” configurations, which are then
fed to the meta-training stage. In this stage, the genetic algorithm selects an optimal combination of configurations.

individual Strategies ML Setting

1. Fine-grained strategy: many Risk = overfitting » Influence of the size of the sample
parameters, maximize performance . Genetic process: inner k-fold CV ~ English: only one known doc by case
2. Robust strategy: basic approach, safer ~ New k-partitioning at every generation ~ Spanish: four known docs by case
3. General Impostor » Chained sequences with k increased » Similar pe.rf. on training and test set
. Final 10 x 2 CV » N0 overfitting (except with Spanish)

» [dea: meta-comparison against

third-party documents » Control the influence of k-partitioning Dataset | Meta testset Full training st p ;’refst sz N
~ Used by best system at PAN'14 . Dutch 0.710 0.722 0.635 1st
) T Hybrid setup English 0.405 0.421 0.453 6th
. Topic modellin - -
P 8 J - » Training set split into: greel.( ] 8'828 8;2; 8'22? 24%1
» Modified for style distinctiveness . , panis - - -
» Strategy training: 50% instances Macro-average | 0.610 2nd

» Complementarit .
P Ity » Meta-stage training: 25%

5. Universum Inference . Meta test set: 25%
» Bootstrapping method
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