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Summary Hypothesis - HO

Unfortunately, in social networks, software bots or just bots are
becoming more and more common because malicious people
have seen their usefulness to spread false messages, spread
rumors and even manipulate public opinion. Even though the
text generated by users in social networks is a rich source of
information that can be used to identify different aspects of its
authors, not being able to recognize which users are truly
humans and which are not, is a big drawback.

Class Description - HO

Bots  For the hypothesis of bots classification. it is suggested that bots have less lin-
guistic diversity than humans. For this reason, it was proposed to use classifiers
that use vocabulary features and linguistic diversity.

Gender For the hypothesis of gender classification, we believe that the vocabulary used
by users can be associated with the use of linguistic features. For this reason,

we analyze the way authors use emojis. hashtags, and mentions in addition to

In this work, we describe the properties of our multilingual
the vocabulary.

classification model submitted for PAN2019 that is able to
recognize bots from humans, and females from males. This
solution extracted 18 features from the user's posts and
applying a machine learning algorithm obtained good
performance results.

# Feature Description
1 stats_aveg_ word Average word size per tweet -
2 stats_kur_word Kurtosis of the variable stats_avg_word -
oy 3 stats_label_emoji  Amount of emojis per tweet for the profile T Read configuration of )
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8 stat_lexical_diversity Lexicon diversity for all tweets by profile Train ) ¥ e T :',ij:_;‘d e
9 stats_label word Number of words per tweet for the profile ~ da Lang
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14 stats_person_1_sing MNumber of tweets used by the first person of the singular
15 stats_person_2_sing Number of tweets used by the second person singular > I |
K- 16 stats_person_3_sing Number of tweets used by the third person singular
17 stats_person_1_plu Number of tweeis used by the first and second person of the plarat L
i 18 stats_person_3_plu Number of tweets used by the third person plural ’ Y
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The evaluation of the
hypothesis, the lexical

model, we

demonstrated our
diversity, expressed using the 18

_ o ) Dataset training-dataset- test-datasetl- test-dataset2-
features, is a well discriminant for the target classes. It is 3019-02-18 2019-03-20 3019-04-29
important to highlight that for the classification of bots the es en en es en
best classifier using the n-grams and the proposed features Bot 0.84 091 0.70 0.90 0.81 0.88

obtained from the training dataset got an accuracy of 0.912,
and using only the proposed features in the study it got 0.907
of accuracy. This demonstrates the predictive value of these
features for the bots problem.

Gender 0.80 0.84 0.61 0.78 0.69 0.76

As shown in Table Result Classifier Accuracy, the models were tested
using the training dataset, the testl dataset and the test2 dataset. In the
ranking of the task, we occupied the in 33rd position.
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