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Preprocessing

Sentence splitting, tokenizing, removal of tokens that do not start from a
letter or digit, reducing to lowercase, stemming, joining small sentences
(1-2 words) with the next one.
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Vector representation of sentences:
TF-IDF, where sentences are “documents”, 
thus called TF-ISF: inverse sentence freq. 
“Documents”: union of sentences of both docs
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RESULTS

Our approach compared to the PAN 2014 Official results

Sanchez-Perez15 approach evaluated in the PAN 2015 test corpus

We improved the system proposed in PAN 2014 thanks to the following additions:
1. Verbatim detector module based on the longest common substrings algorithm.
2. Recursive clustering.
3. Parameters optimization
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Step 1: Clustering
Cluster by distance between sentences ≤maxGap

Step 2: Validation
for each cluster

if cos(left, right)≤ th3 then
cluster again with maxGap - 1

Example:
After group left and right with maxGap = 2 Grouping with maxGap = 1

Resulting clusters are considered plagiarism cases

Dynamically Adjustable Approach
through Obfuscation Type Recognition

Miguel A. Sanchez-Perez, Alexander Gelbukh and Grigori Sidorov 

Filtering

Vector similarity:
Cosine similarity     ≥ th1
AND Dice similarity ≥ th2


