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0 Introduction : The task, data set and performance measure

Author identification task Data set Performance Measure

“Given a small set (n o more than 5 DOSSi- The data set consists of author verification problems 1n four dif- | |[The performance of the system will be evaluated using area under the

ferent languages. In each problem, there are some known docu- | |[ROC curve (AUC). In addition, the output will also be measured
bly as few as one) of known documents by a

ments written by single person and only one unknown docu- based on c@]1 score [4].
single person and a questioned document, ment. The genre and/or topic between documents may differ sig- / 1\ [ ( " \)
the task is to determine whether the ques- | |nificantly. c@l=|—|*\n +|n *=
tioned document was written by the same Table 1: Training data set )L )
person who wrote the known document set. - Language  Type  Total problems Where:
Dutch Cross-genre 100

n = number of problems

The genre and/or topic may differ signifi-

English Cross-topic 100 n. = number of correct answer

cantly between the known and unknown _
n, = number of unanswered problems

Greek Cross-topic 100
The overall performance will be evaluated on the product of AUC
Spanish Cross-genre 100 and c@1
Textual Representation Distance Measure

Given collection of problems P={P:V, eI} where I={23,.,n}is the index of P. P;contains exactly one unknown document We experimented with several different comparison measures for compu-

K={K,:V, eJ{ where J is the index of K and 1< J < 5.Our approach represented each problem P; as vector P ={R,R,,..,R,}

1

ting similarity between a pair of vectors. We noticed particular comparison
where 7 1s the maximum number of feature types (in our case 1s six). R; 1s the distance of two similar feature vector metrics perform better with certain types of feature, thus we applied differ-

, , ent measures for each features type.
representation of a set of known documents K and unknown document U. If K contains more than one document, then the

generated feature vector 1s an average vector of J documents.
Feature Selection and Classifier

Table 2: List of features and comparison measures o . . . ' ,
Our authorship 1dentification software was written in Python. We applied

(O et odel T Comparisonmethod | reature sclection using the Extratrecclassifier and SVM classifiers. The

(R1) Stylometric features Average frequency Min-max similarity classifier hyperparameters were optimized using GridSearchCV. Scikit-
(R2) Function words Ratio of function word to total number Manhattan distance learn library was used for both feature selection and classification.
of words 1n the document

(R3) Character 8-grams Ti-1df Cosine similarity )
(R4) Character 3-grams Tf-1df Cosine similarity Stylometrlc Features

. _ , o Along with six Stylometry features, we also implemented three readability
(R5) Word bigrams Tdf Cosine similarity measures including: Flesch-Kincaid Reading Ease [3], Flesch-Kincaid
(R6) Word unigrams Tf-1df Cosine similarity Grade Level [3], Gunning-Fog Index [2].

Q Evaluation on Training Corpora G Evaluation on Testing Corpora

.. . Dl Table 4: Result on test data set
¢ The approach was evaluated on the training data using 10—fold cross validation.

¢ We did not perform the verification task on Greek data due to character set incompatibility _

issues. English 0.4011 0.5 0.20055 00:05:46
¢ The best result was achieved on the Spanish data set which has more known documents Dutch 0.61306 0.62075 0.38056 00:02:03
compared to other sub-language corpora. Spanish 0.7238 0.67 0.48495 00:03:47

Table 3: 10-fold cross validation on the training corpora

_ ¢ The verification SYStGIIl performed best on the Spanish data set

¢ The performance of supervised learning-based system heavily relies on the amount of training data.

English 0.662 0.606 0.401
Dutch 0618 0.553 0.342 ¢ In terms of runtime, our approach was generally efficient since all necessary processing steps were per-
Spanish 0.846 0.807 0.683 formed in the training phase.
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