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Introduction Results and Evaluation

If we simply let machines learn, will humans end up being deceived? What Google would
suggest for an author of this particular phrase may not coincide with reality. Correct authorship

We conducted a parameter sweep that covered 6750 tests based on the values outlined below

attribution 1s but one part of our deception detection research. L:l]gl:j;l ? of Options {EE;;;?; Greek, Spanish
‘ what a tangled web we weave “ Pattern Pairs 9 S1%#S1, S1*82, S1*83, S2*81, S2%*82, §2*83, S3*S1.,
what a tangled web we weave shakespeare Tl A T e S3*S52, S3*S3
) ' Window Size 5 5,10, 15, 20
Filter 5 No filter, 2. 3.4, 5
Aims and Ob J ectives Confidence Measure 10 90, 91, 92, 93, 94, 95, 96, 97, 98, 99
PAN2013 has an open class Traditional Authorship Attribution task. Given an “Unknown Parameters chosen for the final submission based on the highest scores where:
Document ” and a (set of) “Known Document™ from a single author (in three different languages Language Pattern Pairs Window Size  Filter Confidence Measure
of English, Greek and Spanish) identify: English S1#*S2 20 4 92
a)  Yes — the same author Greek S3*S3 10 5 98
b)  No —not the same author Spanish S1*82 10 4 92
Table below shows the results from different experiments on Train and Test datasets|Note: The
MethO d test data has not yet been released, hence, surprising decline in the final results for Spanish language can not yet been explained|
In PAN2012 [ 1], we used a frequency-mean-variance framework over patterns of stopwords |2 ] Version K G S E% G% 8% Overall Corrdoc Il
achieving f1 of 0.42 in the open class part of the test corpus with potential for f1 of 0.48 (post- Train 1 6 12 5 60 60 100 73.3 23 0.657
submission analysis). ?35'3- Eﬂﬂ}"Bil‘d :g '1'3 , gé ;E ?g(} g}g :6 g?i”’
: : : : : rain 5 5 . 2 742
For PAN2013 [3] we are using cosine distances over this frequency—mean—varlanée framewo+rk. Test. Final Sub B B 50 53 60 53 3 B 0541
Bag-obwords—N-gram Partof-Speech SV Machine Learning Train- Postsub 8 15 5 80 75 100 85 28 0.777
Stopwords English The Be To Of And A In That Have I
Greek Kot To Na Tov H I'ne Me Ilov Tnv Amo Conclusion

. Spanish De La Que E1 En Y A Los Del Se Our frequency-mean-variance framework over pairs of stopwords (no more than ten) can
Notations demonstrate reasonable performance (11 of 0.74 on training corpus). Post-submission

Symbol Meaning experiments improve slightly (0.78) by considering the number of known files an unknown
Q Set of Queries documents is compared to (e.g. more or less that 5)
o A SlﬂglE JqueTY "ﬁ-’hEI'E a - Q
D Set of documents
d A document where {do;, doy, .., dy} € D Deception and Authorship Attribution
D, Set of documents D related to query g
L Set of languages ROBERT GALBRAITH ]
SW A Stopword E \ ASSOCIALL
St Set of stopwords (swy 1, SWy 5 ... Sw; g ) for a language L | HE U C KOO S
5.5, Subsets of §; ,where > AW
II.--' B . _1 o NEW YORK TIMES RESTSELLER
Sa = Sp € (5115:153) = 1 5; = {5j-|[1/2 lengthis,)| +1 = j < length(s,)} o 1 L -3(:‘{ - | GRISHAM
\ 53 =5 ¢ |
ws Window Size: maximum distance from S, to S; ,where WS € N = T | A |
PPYs (X,Y) Pattern of stopword X from S, followed by V from S, in maximum distance of D A N 1 D AN 1 D A N | PAINTED
Window Size WS BROWN ;Rowr BROWN e IVUUOE |
FT Filter: threshold for frequency of each pattern, where FT € N ZING ELS |NFERNO] DIGITAL ekl
CM Confidence Measure: threshold tor identifving confidence in similarity of Q with D, ~ AN s oo v oad FO RT R EGE
where CM € {1,2,3, ...,99,100) DEMONS
FMV Function that takes the incidents of given pattern PP™Y* (X, Y) and returns three values
of frequency, mean, and variance ! '
CosineSim  (gsine Similarities functi _ 4'F e
osine Similarities function [5] where cos(4 - B) =
4l 1B] Authors’ Unique Pattern in Using Stopwords
Definlng the ApproaCh There, flinging discretion m chilly wind mast un-Matthewlike wavy), he had proposed, on one I-T.IlEE,E ft‘l}lltm three down-and-outs
O]_]I ]]]_"l:_'}(: oS85 l;'_']:t A]_]_th(j]_"ﬂhi]] A‘[t]_‘ib]_]_ti(j‘ﬂ can bﬁ' E};]]lai]_’]f‘d as: The huddled Dllm steps, sharing what looked like hutﬂemmetlls. It had heeu,ﬂ Robin’s 1.'ie11',m maost perfect proposal, ever, |{= history
1. FD]." Eiﬂ thf q c Q: Cﬂlﬂlﬂat‘f thf Phﬁ; -ﬁr"ith ]Jail‘ Df X ﬁqﬂﬂl PEi'['[El‘l’l set Sa fﬂllﬂ-‘ﬁrfd b}, Y Cuckoo's mn.:latrlmuuj.'.He hadﬂﬂ_lhad_ﬂ rlugﬂ his thikEt,‘ﬁ'lllCll she was I1I-:I-1T‘LTEELI‘II1§_.'EEEpplllt‘E‘Lﬂtll two dlamuuds,ltflttedperfe.cdj.',*‘- all .I
. . . . . . . calling way inte town she kept staring atit on her hand as it rested on her lap. She MEIauI1E11' had Bl story m tell |1|:|-11',E funny family story, [Vil= kind
:ITDHI Patt&lil SE‘[ SE} "ﬁ"]_th]_'ﬂ 13?111{101&? S1Z¢C D:I: WS‘ 0111}' 1:t ]JEI'['[EI‘H has ha]:']]"fﬂ"fd IMOTS tha-ﬂ - vou teld your Cllildt‘Ell,E‘ﬁ'lliCll his planning (she loved  he had planned it) went awry, ¢! turned into something spontaneous.
FT fmes Hehad Endureda thumping headache formeost 0 i[5 weekend B0 was struggling I‘ﬂ&kEE deadhine fcurm local newspaper. However, lus wafe
2. Only for Patterns that happened more that FT times for g, for related D, calculate the The had been [ lttle stiff 11 11| uncommunicative over hunch, L1114 Barry deduced (LRl his anniversary card had not mitigated (1113 crime 3] shutting
FMV with pair of X from Pattern set S, followed by Y from Pattern set S, within Casual  bimselfasay Q1 oy altmonning ft didnot help Ly hehad been vniting about Rryste), 7oom Mary ditie, although Qe pretended otigmnse
: : - - - . Vacancv Mary had softened? smiled, so Barry hadtelephoned [RiLe golf club, because it was nearby m they were sure m gettmgﬂ table. He tried E gve
1-5"111(_1'313" S172¢C D:I: WS 11: thﬂt ]JEi'['[El‘l’l haS hﬂ]]]]f-ﬂfd ITo1re thﬂﬂ. :FT fimes too ) his wafe pleasure Ll httle ways, because he had come (Ll realize, after nearly two decades together, how often he disappomted herﬂmhig things.
3. Find maximum of Cosine similarities (MaxCosineSim) between each of the patterns for Afterpassing throush endless secusity EheEkimbemgimdaﬁhmhnhgmphic aest pass, he was escorted [T ] plsh reseach faclty where he
q a‘ﬂd_ ]_";f'la‘[fd_ Dq E'U'IEEIS wastold he *:-.'u:uuﬁendthe aftemoonproviding “blind support™ ||= Cryptograply Division; an elite group mmathematical bramuacs known as [Mils
’ ~ . . \ . code-breakers. | | L first hour, |[Vile cryptographers seemed unavware Beckerwas eventhere. They hovered around an enonmous table *‘-I :I:] spoke
4. Calculate average of non-zero MaxCosineSim values and | | e T i
= Demons language Beckerhadneverheard. They spoke (1)1 stream ciphers, self-decimated generators, knapsack vanants, zero knowledge protocels, umicity points.
5 . AIJ_S"E"E‘]_" ”M{It{fh” ]_f thﬂt "'ifal'l_]f.' iS biggfl‘ tha'ﬂ Cﬂllﬁ_df."ﬂﬂf I'H-"Ifaﬂ'l_].]_*f CM E‘lﬂﬁ' d1swer , P Becker obzerved, lost. Thev scrawled symbols on graph paper, pored over computer printouts, m continuously refen*edmmjumble mtext nnm
" " overhead projector.
N 0 M{lt{jh Another dumb f'nulm Evle velled at [MiLe referee Ejuﬂ let it shide. He sat dD‘-‘.nm ran his finger over m side m his neck, then flicked nffm
° perspiration. It was early February H | L% oy was, asalways, quite chilly. Why was he sweating” = agent/cop hadn't moved an mnch; E fact he
Algorlthm Tlhf: 5eemedm enjoy starng at Kvle. = decrepit old hom finally 5qua'.=.'ked.mgame wasmercifully over. One teamcheered B one teamreally didn't
for all q do Associate care. Bothlinedup| m obhgatory lugh fivest "Good game, good game." as.mesmingleaamt'.'-.'el'a'e-j.'ear-culda asitis [LL college players. As Kyle
fOT (lll X1 t_o length Sa and (lll Y «1to length Sb dO congratulated [Mils opposmg coach, he glanced dowmn [Vil= court. = white man was gone. What were [0 L% 0dds he was waiting outside?
Sum,(X,Y)=0
yarws - 0ta Wsoq Cosine Similarity based on Patterns of Stopwords
if PPy" (X,Y) then : : -
Count, [ws](X,¥)+=1 Unknown Author Books in the Corpus Cosine Value
Sum,(X,Y)+=1 The Sorcerer’s Stone, The Chamber of Secrets, The 09.92
if Sum,(X,Y) = FT then The JK.Rowling  Prisoner of Azkaban, The Goblet of Fire, The Deathly
FMV,(X,Y) « FMV ( Count, [ws] (X,Y)) 1 Hallows, The Casual Vacancy
q q\ q Cuckoo’s q . , : s
for all D, do Callin Dan Brown Digital Fortress, Inferno. Angles and Demons 09.54
Sum'y(X,Y) =0 s Tohn Grisham The Appeal, The Innocent Man, The Associate. 99.43
forws «0toWSdo Bleachers, A Painted House, The Broker
if PPY* (X,Y) then
Count'; [ws](X,Y)+=1
sum’;(X,¥)+= 1 References
if Sum';(X,Y) = FT then [1] Vartapetiance, A., Gillam, L.: Quite simple approaches for authorship attribution, intrinsic plagiarism detection and sexual
FMV 4(X,Y) « F MVd( Count’ [ws](X, y)) predator identification - notebook for pan at clef 2012. In: Forner, P., Karlgren, J., Womser-Hacker, C. (eds.): CLEF 2012
CosineSim, (X,Y) « Evaluation Labs and Workshop - Working Notes Papers. Rome, Italy (2012)
e | [2] Church, K., Hanks, P.: Word Association Norms, Mutual Information and Lexicography. Computational Linguistics, vol.
CosineSimg p, (FMVq (X,¥),FMV), (X, Y)) 16(1), pp. 22-29 (1991)
: . : ; [3] Vartapetiance, A., Gillam, L.:A Textual Modus Operandi: Surrey’s System for Author Identification - notebook for pan at
MaxCosineSim, (X,Y) « Max (CosmeS ety (X, Y)) clef 2013. In: P. Forner, R. Navigli, and D. Tufis (eds). CLEF 2013 Evaluation Labs and Workshop —Working Notes Papers,
if MaxCosineSim,(X,Y) # 0 then Valencia, Spain (2013)
RES, « AVG (MaxCosineSim,(X,Y))
if RES, = CM return
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