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Motivation for Authorship Verification

• Forensic context

–Disputed document verification

–Author can be anyone (besides suspect)

–From suspect several documents available
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Problem Properties in Machine Learning Perspective

• Few reference samples

–Makes modeling of intra-author variance hard

–Makes setting of decision threshold hard

• Suitable feature representation required

–documents from same author have similar 
feature values 

–documents from different authors have different 
feature values

–Invariant for specific topic
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Unsupervised Learning Approach

• Outlier detection or one-class classification

–Model normal/reference class

• Reference class contains 1-10 documents

–Outlier is ill-defined

4



1-10-2013

3

Veenman & Li – Authorship Verification with Compression Features – PAN Lab 2013

Supervised Learning Approach

• Separate reference documents from constructed
outlier class

• Reference class contains 1-10 documents

–Small sample size problem

• Data collection for outlier class 

–Leads to strong class imbalance (1:100~1000)
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Data Collection: Uninformed

• Virtually impossible to 
represent outlier class
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Data Collection: Same Style
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Data Collection Procedure

• Reference documents are parts (~1000 words) of 
engineering text books

• Searched for similar books using substrings

• Found 70 books by 50 authors

• Preprocessed similarly to given reference documents

–Documents of ~1000 words

–2-75 documents per book
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Feature extraction
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Submission 1 (S1)
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Submission 2 (S2)
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Submission 3 (S3)

• Underrepresentation of 
reference class in S2

• Boostrapped document 
samples

–50 documents sampled from 
concatenated reference 
documents
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Results

• On collected data
–S1: 0.94

–S2: 0.79

• In PAN Lab evaluation
–English task only

–Highest score

• In S2 and S3 the (sparse) 
LESS model often uses only 
2-3 features to separate 
reference from outlier class
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Conclusion

• Labour intensive approach (data collection)

• Compression features simple and generic

• Robust method 

–Limited sensitivity to number of prototypes and 
LESS hyper parameter

• All submissions have high performance cross-
validated on collected data and on PAN Lab test data
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Appendix: LESS Classification Method
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