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• Authorship attribution is the 
task of identifying the author of 
a given text.

PAN 2019 Authorship Attribution Task



Motivation
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AA Scenarios

Closed-set Open-set

Finite set of candidates authors among which there is 

the real author.

The author of a disputed text is not necessarily 

included in the list of candidates.



Single-Domain vs Cross-Domain

Single-Domain Cross-Domain



PAN 2019 Authorship Attribution Task

Open-set Cross-Domain



Languages Problems Authors Documents

PAN Dataset



features

Main approaches to AA problems

Profile-Based Features Instance-Based Features
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Profile-Base features

Profile-Based Features
• Concatenate together texts of the same author.

• Collecting as more information of the user as 

possible.

• Differences between the training texts by the 

same author are disregarded.

• Stylometric measures extracted from the 
concatenated file may be quite different in 

comparison to each of the original training 

texts.

features



Instance-Based Features

Instance-Based Features
• Analyze the texts associated with an author 

separately. 

• Classification algorithms require multiple 
training instances per class for extracting a 

reliable model.

• The text samples should be long enough so that

the text representation features can represent
adequately their style.
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• Pre-processing is a crucial step to prepare the data in almost every NLP problems.

• Text pre-processing usually consists in normalize, sanitize or alter the text to remove noise, error, 
or completely change the data format.

• We used:

WordPunctTokenizer SnowballStemmer spaCy POS Tagger

Text Pre-Processing
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Text Distortion
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Unknown Prediction
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Result on DEV



• Closed-Set scenario accuracy of 87% on a total of 2,646 documents. 

• Closed-Set scenario with Unknowns detector achieve as overall result an accuracy of 78.7%

• Difference in results of 8.7%

Further analysis
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Result



• Ensemble model with a classifier for each feature.

• We combine Profile-Based and Instance-Based features together.

• We introduced a method that takes into account the three most similar author for the disputed 
text, instead of only the first two. 

• We outperform the baseline in almost every problems.

Conclusion



• Although our methodology to detect the unknown authors performs slightly better than the 
baseline, further improvements are needed.

• In one problem we reach a score lower than the baseline. It could be useful to understand the 
reason of it.

• Neural Networks approach could be tested.

Future Work
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