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Task
• Author identification: given anonymous document, determine who 

wrote it on basis of writing style


• (Closed-set) Attribution: traditional text categorisation perspective


• Feasible within single domain (genre) with enough training data


• Characteristics PAN 2019: more realistic and difficult setup


• Open-set attribution: back-off possibility, for <UNK> authors


• Cross-domain attribution: train and test don’t overlap in domains



Fan fiction
• “Transformative” literature by non-professional authors (“fans”), 

following a specific example


• Fastest growing form of writing; massive availability


• High-quality metadata (e.g. labels for “fandoms"as “Harry Potter”)


• Unmediated: self-published, with no moderation



Problems
r = adversary ratio = proportion of adversary authors (<UNK>)

All obtained from archiveofourown.org



Evaluation
• Open-set, macro-averaged F1 score (imbalance of test labels)


• Three baselines (based on character n-grams)


1. BASELINE-SVM: Pr1 − Pr2 < 0.1 -> <UNK>


2. BASELINE-COMPRESSOR: (S1 − S2 )/ S1 < 0.01 -> <UNK>


3. BASELINE-IMPOSTERS: p > .10 -> <UNK>


• Posthoc majority baseline: accept majority vote, else <UNK>



Background corpus
• Novelty this year (but hardly used)


• 5,000 documents per language


• Known topics (!), unknown authors (no overlap with problems)


• Useful for:


• imposter verification (now on ad hoc corpora)


• language/topic model pretraining



Main results 
r = 1.0 (equal # of adversaries) | macro av. per language



Vary adversary ratio 
Lower r yields higher performance



Stable across languages
Move to Asian languages in future?



Significance 
Approximate randomization testing on F1 (iter=1000)



Limited diversity



Conclusions: quo vadis?

• Limited diversity of approaches: shared task should 
stimulate diversity, rather than convergence


• No neural networks: TIRA not ready, but not very 
promising direction?


• Cross-domain information not exploited


• Move to verification for PAN2020



See you at PAN2020


