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Introduction

Work methodology

Applied method

Ensemble-based classification on a large set of features (8 groups of
features).

Seven students (PhD and regular)

@ one person was responsible for creating experimental environment
@ one person was responsible for testing ensemble methods

@ most people in team developed features for the final classifiers
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Introduction

Evaluation results

Submission Accuracy Adult Predator Runtime
Total  Gender Age Gender Age Both Gender Age Both (incl. Spanish)
[meina13 0.3894  0.5921  0.6491 6 8 6 72 41 41 383821541
pastorl3 0.38137 0.5690 0.6572 T 8 0 72 32 32 2298561
mechtil3 0.3677 0.5816  0.5897 2 6 2 52 29 20 1018000000
santosh13 0.3508 0.5652  0.6408 9 9 9 69 32 29 17511633
yongl3 0.3488 0.5671  0.6098 6 1 1 28 30 17 577144695
ladral3 0.3420 0.5608 0.6118 9 9 9 72 33 33 1729618

Submission Accuracy Runtime

Total Gender  Age (incl. English)

santosh13 0.4208 0.6473  0.6430 17511633

pastorl3 0.4158 0.6299  0.6558 2298561

harol3 0.3897 0.6165 0.6219 9559554

flekoval3 0.3683 0.6103  0.5966 18476373

ladral3 0.3523 0.6138  0.5727 1729618

jimenezl13 0.3145 0.5627  0.5429 3940310

kern13 0.3134  0.5706  0.5375 18285830

yongl3 0.3120 0.5468  0.5705 577144695

ramirez13 0.2934 0.5116 0.5651 64350734

adityal3 0.2824 0.5000 0.5643 3734665

jankowskal3  0.2592 0.5846  0.4276 16761536

meinal3 0.2549  0.5287  0.4930 383821541

gillam13 0.4784  0.5377 615347

moreaul3 0.4967 0.5049 448406705
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Introduction

Feature engineering

Analytic dataset consists of:
@ 8 groups of features:

@ topic specific features,

@ structural features,

© cluster analysis,

@ sequences of parts of speech,
© dictionary-based features,

Q@ parts of speech,

@ text difficulty & readability,
@ errors,

@ total number of features is 311 for English and 476 for Spanish.
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Introduction

Ensemble-based classification

Two approaches:

© Random forest — eventually applied.
@ Committee for 8 weak classifiers.

o 8 subsets of features

o for each subset four classifiers tested (kNN, Linear SVM, SVM
with RBF and Naive Bayes)

o for each subset of features the best classifier took part in voting

Maja Czokéw Author Profiling



Feature engineering

Topic specific features

We applied Latent Semantic Analysis:

o With each document we associate 150 coefficients of different
topics.

@ In order to obtain this we create tf-idf weighted term-doc matrix
M and approximate its singular value decomposition:

M =~ Uka Vk7

where U, and V can be interpreted as term-topic matrix and
topic-document matrix.

@ Unseen document is represented in topic space by a vector:

d=%,'Uld.
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Feature engineering

Structural features

@ For all documents we calculate features, which describe structure
of conversations, e.g. number of conversations, paragraphs,
sentences, special characters and words per sentence.

@ Statistics for documents with more than one conversation:

e minimum, maximum and average conversation length,
e average edit distance between each pair of conversations.

@ Usage of html tags, e.g. hyperlink, images.
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Information gain ratio for stru

Feature engineering

ural features

English Spanish

Feature Inf. gain Feature Inf. gain
1 [min_conv_len 0.0653 |gram_n4_30s 0.0416
2 |total__connective_words/total _sents | 0.0653 |gram_n5_30s 0.0363
3 |avg_conv_len_words 0.0647 |gram_n4_20s 0.0337
4 |avg_conv_len 0.0644 |gram_n5_20s 0.0246
5 |total_abbreviations/total _sents 0.0642 |gram_n4 _male 0.0228
6 |C1 0.0635 |gram_n4 _female 0.0228
7 |gram_n6_20s 0.0631 |total uncategorized _errors/total _sents | 0.0209
8 |max_conv_len 0.0625 |gram_n4 _age 0.0207
9 (CO 0.0624 |gram _n5_age 0.0201
10(gram_n5_20s 0.0622 |total errors/total sents 0.0197
lligram_n6_age 0.0612 |total typographical errors/total sents | 0.0177
12|total badwords/total sents 0.0604 |new line count/sentence count 0.0172
13|C3 0.0559 |gram _n4 gender 0.0169
l4|gram_n4_20s 0.0539 |gram _n5_female 0.0163
15|gram_n6_30s 0.0524 |gram_n5_ male 0.0163
16|gram_n5_30s 0.0523 |gram_n4 10s 0.0134
17|gram_n5_age 0.0518 |gram_n5_ gender 0.0127
18|total_abbreviations 0.0514 |Fc_n 0.0107
19|word _count 0.0508 |sps00_n 0.0107
20(gram _n4 _30s 0.0503 |gram_n5_ 10s 0.0100
21|total _badwords 0.0478 |href count 0.0095
22(total persuasive words/total sents | 0.0458 |sentence count 0.0090
23 sente;ce_count B B 0.0430 total_co;nective_words/total_words 0.0087
24|new_line_count/word _count 0.0404 |Fp_n 0.0086
25|href _count 0.0397 |[UNK_n 0.0077
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Feature engineering

Cluster analysis

@ We created clusters on the base of two groups of features:

e structural,
e topic specific.

@ To the set of features we added distances from centroids.
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Feature engineering

Cluster analysis

centroid href no sen no word no href word ratio avg conv len new line no tab no

English corpora

C1 0.820 6.372 119.764 0.027 395.533 12.103 7.460
C2 3.354 99.882 2419.265 0.000 11429.932 91.313 7.083
C3 23.879 45204  921.405 0.009 1306.874 93.641 47.736
C4 3.712 43.678  962.547 0.000 3315.166 29.639 8.439

Spanish corpora

C1 0.146 3.839 98.389 0.002 385.496 6.427 7.766
c2 3.745 1.203 4.152 0.992 27.819 6.0677 5.186
Cc3 0.850 46.452 1183.494 0.000 2542.832 19.344  78.775
Ca 1.317 250.837 5945.458 0.000 25741.812 19.375 197.689

Behaviour profile = author profile.
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Feature engineering

Information gain ratio for document clustering

English Spanish

Feature Inf. gain Feature Inf. gain
1 [min_conv_len 0.0653 |gram_n4_30s 0.0416
2 |total__connective_words/total _sents | 0.0653 |gram_n5_30s 0.0363
3 |avg_conv_len_words 0.0647 |gram_n4_20s 0.0337
4 |avg_conv_len 0.0644 |gram_n5_20s 0.0246
5 |total_abbreviations/total _sents 0.0642 |gram_n4 _male 0.0228
6 |C1 0.0635 |gram_n4 _female 0.0228
7 |gram_n6_20s 0.0631 |total uncategorized _errors/total _sents | 0.0209
8 |max_conv_len 0.0625 |gram_n4 _age 0.0207
9 (CO 0.0624 |gram_n5_age 0.0201
10(gram_n5_20s 0.0622 |total errors/total sents 0.0197
lligram_n6_age 0.0612 |total typographical errors/total sents | 0.0177
12|total badwords/total sents 0.0604 |new line count/sentence count 0.0172
13|C3 0.0559 |gram _n4 gender 0.0169
l4|gram_n4_20s 0.0539 |gram _n5_female 0.0163
15|gram_n6_30s 0.0524 |gram_n5_ male 0.0163
16|gram_n5_30s 0.0523 |gram_n4 10s 0.0134
17|gram_n5_age 0.0518 |gram_n5_ gender 0.0127
18|total_abbreviations 0.0514 |Fc_n 0.0107
19|word _count 0.0508 |sps00_n 0.0107
20(gram _n4 _30s 0.0503 |gram_n5_ 10s 0.0100
21|total _badwords 0.0478 |href count 0.0095
22(total persuasive words/total sents | 0.0458 |sentence count 0.0090
23 sente;ce_count B B 0.0430 total_co;nective_words/total_words 0.0087
24|new_line_count/word _count 0.0404 |Fp_n 0.0086
25|href _count 0.0397 |[UNK_n 0.0077
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Feature engineering

Sequences of parts of speech

@ Preprocessing — each sentence tagged into sequence of parts of
speech.

@ For each document we calculated an average probabilities, that a
tagged sequence from this document belongs to the respective
classes (separately for gender and age).

@ In order to do this we created n-gram models.
e nc {4,56}
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Feature engineering

Information gain ratio for sequences of parts of speech

English Spanish

Feature Inf. gain Feature Inf. gain
1 [min_conv_len 0.0653 |gram _n4_30s 0.0416
2 |total_connective_words/total _sents | 0.0653 |gram _n5_30s 0.0363
3 |avg_conv_len_words 0.0647 |gram_n4_20s 0.0337
4 |avg_conv_len 0.0644 |gram_n5_20s 0.0246
5 |total_abbreviations/total _sents 0.0642 |gram_n4_male 0.0228
6 |C1 0.0635 |gram_n4 _female 0.0228
7 [gram_n6_20s 0.0631 |total uncategorized _errors/total _sents | 0.0209
8 |max_conv_len 0.0625 |gram_n4 _age 0.0207
9 (CO 0.0624 |gram n5 age 0.0201
10(gram_n5 20s 0.0622 |total errors/total sents 0.0197
lligram n6_age 0.0612 |total typographical errors/total sents | 0.0177
12|total badwords/total sents 0.0604 |new line count/sentence count 0.0172
13|C3 0.0559 |gram n4 gender 0.0169
l4|gram_n4 20s 0.0539 |gram _n5_ female 0.0163
15|gram_n6_30s 0.0524 |gram n5 male 0.0163
16|gram_n5_ 30s 0.0523 |gram_n4 10s 0.0134
17|gram_n5_age 0.0518 |gram_n5 gender 0.0127
18|total_abbreviations 0.0514 |Fc_n 0.0107
19|word _count 0.0508 |sps00_n 0.0107
20(gram _n4 _30s 0.0503 |gram_n5_ 10s 0.0100
21|total _badwords 0.0478 |href count 0.0095
22(total persuasive words/total sents | 0.0458 |sentence count 0.0090
23 sente;ce_count B B 0.0430 total_co;nective_words/total_words 0.0087
24|new_line_count/word _count 0.0404 |Fp_n 0.0086
25|href _count 0.0397 |[UNK_n 0.0077
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Feature engineering

Dictionary-based features

In each document we counted number of:

abbreviations,
emoticons,

badwords,

basic emotion words (e.g. anger, disgust, fear, joy, sadness,
surprise),

connective words (e.g. nevertheless, whatever, secondly)

@ words that have little semantical value (e.g. /, the, own, him)
@ persuasive words (e.g. you, money, save, new, results, health,
easy).
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Feature engineering

Information gain ratio for dictionary-based features

English Spanish

Feature Inf. gain Feature Inf. gain
1 [min_conv_len 0.0653 |gram_n4_30s 0.0416
2 |total _connective_words/total _sents | 0.0653 |gram_n5_30s 0.0363
3 |avg_conv_len_words 0.0647 |gram_n4_20s 0.0337
4 |avg_conv_len 0.0644 |gram_n5_20s 0.0246
5 |total_abbreviations/total _sents 0.0642 |gram_n4_male 0.0228
6 |C1 0.0635 |gram_n4 _female 0.0228
7 |gram_n6_20s 0.0631 |total uncategorized _errors/total _sents | 0.0209
8 |max_conv_len 0.0625 |gram_n4 _age 0.0207
9 (CO 0.0624 |gram _n5_age 0.0201
10(gram_n5_20s 0.0622 |total errors/total sents 0.0197
lligram_n6_age 0.0612 |total typographical errors/total sents | 0.0177
12(total badwords/total sents 0.0604 |new line count/sentence count 0.0172
13|C3 0.0559 |gram _n4 gender 0.0169
l4|gram_n4_20s 0.0539 |gram _n5_female 0.0163
15|gram_n6_30s 0.0524 |gram_n5_ male 0.0163
16|gram_n5_30s 0.0523 |gram_n4 10s 0.0134
17|gram_n5_age 0.0518 |gram_n5_ gender 0.0127
18|total abbreviations 0.0514 |Fc_n 0.0107
19|word _count 0.0508 |sps00_n 0.0107
20(gram _n4 _30s 0.0503 |gram_n5_ 10s 0.0100
21|total badwords 0.0478 |href count 0.0095
22|total persuasive words/total sents | 0.0458 |sentence count 0.0090
23 sente;ce_count B B 0.0430 total_co;nective_Words/total_words 0.0087
24|new_line_count/word _count 0.0404 |Fp_n 0.0086
25|href _count 0.0397 |[UNK_n 0.0077
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Feature eﬁginee;ing
Experimental Results

Results for random forest.

Table: Classification accuracy

gender age gender + age

English  0.632 + 0.0019 0.611 4+ 0.0019 0.653 + 0.0019
Spanish  0.611 £+ 0.0071 0.596 £ 0.0089 0.626 + 0.0091

baseline 0.3333 0.5 0.1650

Experiment was conducted using k-cross validation with (k = 10).
Minimum samples per leaf = 5, size of a set of feature for each tree
was equal to \/n_ features. Number of trees in forest about 650.
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