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Introduction 1/4 -- Social media vs Profanity

• Social media’s strategy of limiting users’ profanity causes 
people to adopt various countermeasures
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Introduction 2/4 -- Text Detoxification

• Text Detoxification: Transforming toxic texts into neutral versions while 
preserving meaning and grammar.

• Chinese Proverb - “It is better to divert than to block.”（堵不如疏）
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Introduction 3/4 -- Bigger challenge

• Multilingual text detoxification
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Introduction 4/4 -- Our

• We used Few-shot Learning and CO-STAR Framework for Text 
Detoxification

• We used a Chat Model for Multilingual Text Detoxification

• We achieved the highest scores in both the Chinese and English 
categories in the manual evaluation of PAN 2024 
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Related Work 1/3 -- Few-shot Learning 

 ParaDetox

 We can use parallel corpora to improve the 
performance of text detoxification

 Few-shot Learning 
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Related Work 2/3 -- Chat Model

 GPT1~4、GPT-detox: GPT-3 + ParaDetox

 GPT has powerful detoxification capabilities

 Kimi (Chinese ChatGPT)
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Related Work 3/3 -- Prompting Engineering

 Singapore’s GPT-4 Prompt Engineering Competition Winner

 A structured approach to designing effective prompts, 
ensuring optimal responses from large language models 

 CO-STAR framework
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Our Method
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The file you have uploaded is a list of examples of how to rewrite text containing offensive language into neutral 
expressions. These examples show how an otherwise offensive or impolite sentence can be converted into a more 
neutral and polite expression by replacing or removing inappropriate words. This process aims to remove toxicity 
from the text while retaining as much of the core message and meaning of the original sentence as possible.

This task is very helpful in improving the civility of online communication and reducing verbal violence and 
offensive content. In this way, we can promote a more positive and respectful environment for dialog. The 400 
examples you provided cover a wide range of situations, including replacing insulting words, removing profanity, 
and changing expressions with biased or discriminatory overtones.

If you have any specific questions or need help, please feel free to let me know.

Upload Context File
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# CONTEXT #
I am currently completing a downstream data processing task for natural language processing, the txt 
file I provided is the information I prepared, I need to convert a batch of <|toxic_sentence|> English to 
<|neutral_sentence|> English version as per the document requirements
# OBJECTIVE #
I will provide you with a batch of <|toxic_sentence|>English and ask you to give me the 
<|neutral_sentence|>English version to complete the task.
# STYLE #
Your style should be like that of a rigorous programmer who understands literature and is strict in 
completing tasks
# TONE #
Professional.
# AUDIENCE #
Adult judges who know English and will judge whether your converted <|neutral_sentence|> English 
meets the requirements.
# RESPONSE #
Returns the following json format
[{toxic_sentence: “”, neutral_sentence: “”}]

Input Prompt Guided by CO-STAR
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Understood, you need me to convert the provided English sentence containing offensive 
language (<|toxic_sentence|>) into a neutral English sentence (<|neutral_sentence|>) and 
return the result in the given format. Here is an example of what I can do for you:



The CO-STAR Framework
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Prompt Detail
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Input toxic sentences and get the results
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Here are the converted neutral sentences:



Examples of different Models
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Results
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This leaderboard is based on the J scores of English(en). We highlight top1 results per each column. Our team name is Team 
cake. 



For en & zh -- Very Good
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For es&de&ru&am -- Good

Jiangao Peng, Student Reseacher 19 /23



For ar&hi&uk -- Need to improve
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Final Thoughts 1/2 -- Future work

• We need to do more ablation experiments to study the effect of different 
prompt sentences, different chat models and other factors on the 
detoxification effect. 

• The assessment could be performed with ChatGPT.
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Final Thoughts 2/2 --The influence on me

• Participating in this task indirectly improved my relationship with my 
parents！

• I used to unconsciously use digital violence when talking to my parents. 

• This task has taught me the beauty of using non-violent communication.
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Ending

• This is the end of my sharing. 谢谢大家！（Thank you all！）

• Welcome to ask me any questions!
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