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Problem 
Statement
The COVID-19 pandemic not only led 
to a health crisis but also to an 
“infodemic” – an explosive increase in 
fake-news.

Problem / Task:
How do we distinguish between critical 
and conspiracy texts?
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https://www.l inkedin.com/posts/simoninfanger_der-unterschied-zwischen-daten-informationen-activity-6815141828711485440-65Vi/?trk=public_profile_like_view&originalSubdomain=de
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Critical Thinking:
• Based on evidence and rational 

argumentation.
• Inquisitive, evidence-based, supported by 

verifiable facts.

Conspiracy Thinking:
• Often rooted in unfounded assumptions 

and emotional persuasion.
• Emotionally charged, based on unverified 

assumptions, often oversimplified.

Our Goal: 
• Analyze the context and argumentative 

structure of these texts to distinguish between 
critical and conspiratorial content.
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Presentation 

Design

Dataset
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• Collection of oppositional texts from 
Telegram

• Related to the COVID-19 pandemic
• Available in both English and Spanish 

• Each entry contains a unique ID, text 
content, overall category (CONSPIRACY or 
CRITICAL), and a list of relevant 
annotations

• Only utilized textual claim 
(excluding annotations)
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Presentation 

Design

Approach
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• Leveraging Large Language Models (LLMs) 
for automatic feature generation

• Models Used:
• LLM: Llama3 70B model for generating elaborations
• Classifier: DeBERTa as a base classifier, with and without LLM-generated elaborations
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Claim

LLM
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Context Elaboration

Claim

LLM

Context Elaboration

Target:
Intent Analysis
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Context Elaboration

Claim

LLM

Context Elaboration

Target:
Intent Analysis
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Argumentation Elaboration

Claim

LLM

Argumentation Elaboration

Target:
Tone, Language, and Structure
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Argumentation Elaboration

Claim

LLM

Argumentation Elaboration

Target:
Tone, Language, and Structure
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Experimental Setup
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Model Configurations:
• LLM Usage: Llama3 70B model for generating elaborations.
• vLLM: Used for efficient memory management.

Training Setup:  DeBERTa fine-tuning
• Framework: HuggingFace Transformers & PyTorch Lightning
• Optimization: AdamW optimizer with cross-entropy loss

Evaluation Metrics:
• MCC and F1-score
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Results
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Key Findings:
elaborations did not enhance the 
model's accuracy

Baseline vs. Elaborations:
baseline DeBERTa model outperformed 
models using additional context and 
argumentation elaborations
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Implications, Limitations and 
Future Work
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Implications:
Theoretical benefits of 
elaborations need practical 
optimization.

Limitations:
Elaborations may overload the 
model with excessive information, 
reducing their effectiveness.

Future Directions:
Refining LLM-generated annotations to 
align better with the classification task.
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Questions?
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CONTACT US 
FOR FURTHER QUESTIONS

Ariana Sahitaj
Student Researcher
ariana.sahitaj@campus.tu-berlin.de 
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“Towards a Computational Framework 
for Distinguishing Critical and 
Conspiratorial Texts by Elaborating on the 
Context and Argumentation with LLMs“

Thank you!
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