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Introduction
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Model selection

- Detoxification is sequence to sequence task, thus, we were 
selecting a model with encoder-decoder architecture

- mT0 is a perfect model, since it combines multilinguality with 
instruction tuning

- mT5 and umT5 showed worse results after testing
- Aya-101 was too big to fit into our GPU





Evaluation Metrics

Four metrics were used for the evaluation: 

● STA metric measures the overall toxicity of a sentence.
● SIM metric measures the semantic similarity between the original 

and detoxified sentence.
● ChrF_1 metric measures how natural sounding is the text.
● J metric is a multiplication of STA, SIM and ChrF_1.



Real “dirty” data
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Original data was of bad 
quality, judging by the amount 
of non-detoxified “neutral” 
examples and in pairs and 
amount of dissimilar examples.



Data cleaning pipeline

Generating STA and SIM 
scores for each pair

Removing all pairs with 
STA > 0.6

Removing all pairs with 
SIM < 0.6

7



Real “cleaned” data
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Cleaning the data from 
dissimilar and toxic pairs 
drastically improved the quality 
of the dataset.



Real “cleaned” data
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Synthetic data generation pipeline

Training a detox 
model on dirty data

Running inference 
over toxic sentences 

from Multilingual 
Toxicity Dataset

Removing toxic 
words from the 

dataset if the output 
is still toxic

If the output is not 
toxic, save sentence 

to the dataset

If the output is toxic, 
do not save 

sentence to the 
dataset
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Synthetic “dirty” data
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Same cleaning procedure is 
required after generating 
synthetic data.



Synthetic “clean” data
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After cleaning the synthetic 
data we are left with additional 
high quality examples on “bad” 
languages of the original 
dataset.



Training regimes
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Final solution pipeline
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Detoxifying the test 
dataset using best model 

checkpoints

Running modified delete 
baseline for all sentences, 

which are still toxic

Combining best 
submissions



Examples of detoxification
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Automatic evaluation results
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Manual evaluation results
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Conclusions

● The optimal approach for training a 
multilingual seq2seq model for text 
detoxification tasks was identified

● When combined with the 
detoxification via toxic word 
deletion baseline, our resulting 
model achieved third place in the 
automatic evaluation stage of the 
PAN 2024 TextDetox competition

● The model and dataset are 
available for download on 
HuggingFace
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Models and synthetic dataset



Thx
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