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Motivation
Past traditional machine learning approaches with satisfying results
Flexibility and variance of algorithms and features
Dimensionality reduction and increased predictive performance


Overall methodology

Classifiers: Logistic regression, Random forest and SVM
Different types of features in each phase with appropriate preprocessing steps.
Hyper-optimization of parameters for each classifier with cross-validation


Phase 1
Feature vector 1
TF-IDF weighted n-grams(unigrams, bigrams and their combination) 
TF-IDF character n-grams (two, three and four char lengths)
Typed dependency frequencies



Phase 1 parameters



Phase 2



Phase 2 – feature vector 2
Hateful terms recognition
Hatebase database
Lexicons for sentiment analysis
NRC-VAD
AFINN-111
SentiStrength
NLTK’s SentiWordNet



Phase 2 – feature vector 2
Lexicon-related features
Number of positive, negative, neutral, unknown and hateful words, overall sentiment mean value and standard deviation
Stylistic features
Word and character lengths mean value, standard deviation, range, minimum and maximum lengths, number of Twitter-specific elements, Type-token ratio



Meta-learning phase


Meta-learner candidates: Majority, Nearest centroid, Logistic regression and the Ridge classifier


results



Directions for FUTURE research
Alternative combinations of preprocessing steps, feature sets, and representational models
Inclusion of additional psycholinguistic features
Consideration of transfer learning, pre-trained vector embeddings and other machine learning methods
Multilingual method and/or language-specific model for other languages (e.g., Spanish)
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