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ABSTRACT
Featured articles in Wikipedia stand for high information quality,
and it has been found interesting to researchers to analyze whether
and how they can be distinguished from “ordinary” articles. Here
we point out that article discrimination falls far short of writer sup-
port or automatic quality assurance: Featured articles are not iden-
tified, but are made. Following this motto we compile a compre-
hensive list of information quality flaws in Wikipedia, model them
according to the latest state of the art, and devise one-class classifi-
cation technology for their identification.
Categories and Subject Descriptors: H.3.3 [Information Stor-
age and Retrieval]: Information Search and Retrieval; H.5.3 [In-
formation Interfaces and Presentation]: Group and Organization
Interfaces— Evaluation/methodology

General Terms: Measurement, Algorithms, Experimentation

Keywords: Wikipedia, Information Quality, Flaw Detection

1. WIKIPEDIA AND QUALITY
Existing research on information quality in Wikipedia mostly

deals with featured article identification. For this purpose articles
are analyzed with respect to the number of edits and editors [10],
the number of words [1], or the character trigrams distribution [6].
However, there is only little research from a constructive viewpoint,
such as vandalism detection [7] or flaw identification for example,
which would help writers to improve an article. Stvilia et al. [8]
is one of the exceptions who take a step towards quality assurance,
namely by defining computational information quality metrics for
Wikipedia articles.

Our contribution to improve quality assurance is twofold. Firstly,
detailed in the remainder of this section, we report on our ex-
ploratory analysis targeting the information quality flaws in arti-
cles. Secondly, outlined in Section 2, we report on flaw detection.

We extracted and analyzed cleanup template messages in the En-
glish Wikipedia, since they are often used to tag flaws in articles.
From the 333 different message types we found, we consider 70 as
true information quality flaws, as they all show the following three
properties: they describe a single and specific information quality
aspect, they refer to an article as a whole, and they are not restricted
to a particular domain, language, or user group.

To guarantee reproducibility the analyses presented in this pa-
per are based on the English Wikipedia snapshot from January 16,
2010, which is provided by the Wikimedia Foundation. Alto-
gether, we found that from the 2 958 303 English Wikipedia arti-
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Figure 1: Our classification system of 10 flaw types and its distribution
in the English Wikipedia snapshots from January 2010. The percent-
ages relate to the set of the 252 160 tagged articles.

cles, 252 160 articles (8.52%) have been tagged to contain at least
one of the 70 flaws. The by far most frequent one is the Unref-
erenced flaw; it occurs in 135 210 articles (4.57%). An article is
called unreferenced if it does not cite any references or sources.
The number of flaws per article differs from one to five, whereas
the majority of the tagged articles (88%) are tagged with exactly
one flaw.

To break down the general information quality situation within
Wikipedia, we propose 10 general flaw types and organize the
70 flaws along these types. Figure 1 lists these types and shows
their distribution within the snapshot. The majority of the flaws
concerns an article’s verifiability, which is one of the most impor-
tant principles of an encyclopedia. Note that at least 6.66% of all
English Wikipedia articles are tagged with some verifiability flaw.
Due to the size and the few control mechanisms in Wikipedia, it
is more then likely that many flawed articles are not yet identified.
I.e., our analysis underestimates the actual frequencies.

2. FLAW DETECTION
Let D be the set of Wikipedia articles. We model the quality-

specific characteristics of an article d ∈ D as document vector d,
where each dimension in d quantifies one of altogether 88 quality
assessment features. Our document model combines state of the art
features from the relevant literature with efficient new features that
quantify the usage of in-links, templates, lists, and special words,
among others.

We interpret the detection of a flaw f as a one-class classification
problem—presuming that only information about one class, the so-
called target class, is available. Here, the target class of some flaw f
is made up of all articles that are tagged with f . For an in depth
discussion of one-class classification see Tax [9].

For each flaw a specific one-class classifier c, c : D → {1, 0}



Table 1: Performance for each of the five most frequent flaws. The
flaws are organized along the frequency classes F1, F2, and F3. Due to
its construction the classifier performs with a stable recall of 0.9.

Flaw name Precision Recall F-measure AUC

F1 Unreferenced 0.96 0.93 0.95

F2 Refimprove 0.82 0.86 0.90
Orphan 1.00 0.9 0.94 0.97

F3 No footnotes 0.92 0.91 0.93
Notability 0.99 0.94 0.96

is trained, based on the articles of the respective target class; D
denotes the set of document vectors for the articles in D. We re-
sort to a one-class classification approach, which combines density
estimation with class probability estimation [4]. We apply bagged
random forest classifiers with 1 000 decision trees [5] as class prob-
ability estimator, using 10 bagging iterations. The approach calcu-
lates the absolute probability P (d | f), whereas an article d is
classified as flawed by f if P (d | f) > τ . The threshold τ is
derived empirically from the target rejection rate of the classifier,
which is the rejection rate of the target class in the training phase.
We adjust the target rejection rate to 0.1, which leads to an classifier
effectiveness of about 0.9 in terms of recall.
Experiment Setup In order to evaluate c with respect to its pre-
cision one needs a representative sample of examples from outside
the target class, so-called outliers. Typically, a one-class classifier
is evaluated on generated examples, assuming that outliers are uni-
formly distributed [9]. Here, we use a set of 1 000 randomly sam-
pled featured articles as outliers. This rather optimistic approach
is based on the hypothesis that featured articles do not contain an
information quality flaw at all. Note that we knowingly accept a
systematic bias since featured articles cannot be considered as a
representative sample of flawless Wikipedia articles.

For each flaw f , its one-class classifier c is evaluated with 1 000
articles, which are randomly sampled from the respective target
class (articles tagged with f ) and the 1 000 outliers (featured ar-
ticles), using ten-fold cross-validation. Within each run the clas-
sifier is trained with 900 articles from the target class; testing is
performed with the remaining 100 articles plus 100 outliers. Note
that c is trained exclusively with the examples of the respective tar-
get class, i.e., c is neither affected by the class distribution nor by
the featured articles.
Effectiveness of Detecting Flaws Table 1 shows the perfor-
mance values for the five most frequent flaws. For all practical pur-
poses, precision is the determining measure of effectiveness; con-
sider for instance a bot that autonomously tags flawed articles. The
areas under the ROC curves (AUC) [3] with values of greater than
0.5 indicate that the predictions are not based on random guessing.
Certain flaws can be detected with a nearly perfect precision, e.g.,
Orphan and Notability. For other flaws the precision deteriorates
significantly, e.g., Refimprove. Two possible explanations are the
following: (1) The inability of the document model to capture the
gist of certain flaws. (2) An inappropriate one-class classification
approach for the particular problem.
Expected Performance in the Wild Based on the recall and the
false positive rate of a classifier for the balanced test set, we com-
pute the precision for varying class distributions 1:n (the ratio of
articles containing a flaw f and articles not containing f ). Figure 2
shows precision values as a function of the flaw distribution. To as-
sess the performance that can be expected in the wild, we organize
the flaws along the three frequency classesF1, F2, andF3. Observe
that the expected precision values (the highlighted portions of the

 0

0.2

0.4

0.6

0.8
 

1

 1  2  4  8  16  32

P
re

ci
si

on

Flaw ratio 1:n

Unreferenced
Refimprove

No footnotes
Notability

Orphan

F1 F3F2

Figure 2: Precision over flaw ratio for each of the five most frequent
flaws: 1:n ∼ flawed:flawless, with n ∈ [1, 32].

curves) for the flaws Unreferenced, Orphan, and Notability are still
high. Although the flaw Notability belongs to frequency class F3,
the expected precision is still about 0.9, which shows that the one-
class classifier captures the concept of this flaw exceptionally well.
The expected precision values for the two remaining flaws are low
(about 0.5 or less). Aside from the conceptual weaknesses men-
tioned above, this might also be an indication for the fact that the
training set of the classifiers is too small.

3. RESEARCH OUTLOOK
Our current research targets the development of tailored one-

class classifiers: (1) Instead of resorting to a single document
model, a flaw-specific view is developed, which combines expert
rules, multi-level filtering, and feature selection. (2) In addition,
the positive and negative impacts of different one-class classifica-
tion approaches (density estimation, boundary identification, re-
construction analysis) on the flaw-specific document models are
investigated.

Based on the lessons learned, we plan to operationalize our
classification approach as a Wikipedia bot that tags articles au-
tonomously. This will also support the principle of intelligent task
routing [2], which addresses the automatic delegation of particular
flaws to appropriate human correctors.
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