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Abstract The goal of the PAN lab is to advance the state of the art
in text forensics and stylometry through an objective evaluation of new
and established methods on new benchmark datasets. In 2024, we or-
ganized four shared tasks: (1) multi-author writing style analysis, which
we continue from 2023; (2) multilingual text detoxification, a new task
that aims to re-formulate text in a non-toxic way for multiple languages;
(3) oppositional thinking analysis, a new task that aims to discriminate
critical thinking from conspiracy narratives and identify their core ac-
tors; and (4) generative AI authorship verification, which formulates the
detection of AI-generated text as an authorship problem. PAN 2024 con-
cluded as one of our most successful editions with 74 notebook papers
by 147 participating teams.
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1 Introduction

PAN is a workshop series and a networking initiative for stylometry and digi-
tal text forensics. PAN hosts computational shared tasks on authorship analy-
sis, computational ethics, and the originality of writing. Since the workshop’s
inception in 2007, we organized 73 shared tasks1 and assembled 57 evalua-
tion datasets2 plus nine datasets contributed by the community. In 2024, we
organized four tasks that concluded in 74 notebook papers by 147 participating
teams.

First, the Multi-Author Writing Style Analysis task asks to, given a docu-
ment, determine at which positions the author changes. This task was revamped
for 2023 with a new dataset and structured around topical heterogeneity as
an indicator of difficulty. We continued the task in 2024 with minor modifica-
tions since it attracts consistent participation of high technical quality and the
problem is still relevant and offers room for improvements. A total of 15 teams
submitted notebook papers to Multi-Author Writing Style Analysis. The task
details are described in Section 2.

Second, the new Multilingual Text Detoxification task asks to, given a toxic
piece of text, re-write it in a non-toxic way while saving the main content as
much as possible. The task was prepared for 9 languages—English, Spanish,
German, Chinese, Arabic, Hindi, Ukrainian, Russian, and Amharic—and had
cross-lingual and multilingual challenges. A total of 31 teams submitted their
solutions to Multilingual Text Detoxification resulting in 12 notebook papers.
The task details are described in Section 3.

Third, the new Oppositional Thinking Analysis task asks, given an online
message, to first distinguish between critical and conspiracy texts, and second,
to detect the elements of the oppositional narratives. A total of 83 teams sub-
mitted their solutions to Oppositional Thinking Analysis resulting in 18 note-
book papers. The task details are described in Section 4.

Fourth, the new Generative AI Authorship Verification task asks, given one
text authored by a human and one by a machine, to pick out the human-written
one. Detecting AI-generated text is a task of high urgency and, as an authorship
task, it falls deeply within PAN’s expertise. We formulate AI-detection as a
verification task and collaborate with the ELOQUENT Lab to generate a total
of 70 different verification datasets to benchmark the PAN submissions. A total
of 34 teams submitted to Generative AI Authorship Verification, resulting in
29 notebook papers. The task details are described in Section 5.

PAN is committed to reproducible research in IR and NLP, hence all par-
ticipants are asked to submit their software (instead of just their predictions)
through the submission software TIRA. With the recent updates to the TIRA
platform [32], a majority of the submissions to PAN are publicly available as
docker containers. In the following sections, we briefly outline the 2024 tasks
and their results.
1Find PAN’s past shared tasks at pan.webis.de/shared-tasks.html
2Find PAN’s datasets at pan.webis.de/data.html

pan.webis.de/shared-tasks.html
pan.webis.de/data.html
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2 Multi-Author Writing Style Analysis

The analysis of writing styles is the foundation of authorship identification tasks.
The multi-author writing style analysis task, as part of PAN@CLEF, continues
to develop challenges in this crucial field of research. Over the years, the task
has evolved significantly: from identifying and grouping individual authors [108]
to detecting whether a document has been written by a single or multiple au-
thors [127, 55, 146] and identifying the actual number of authors [145], and
finally, to paragraph-level style change detection [141, 142, 143].

In the PAN’24 multi-author writing style analysis task, participants were
asked to identify all positions of writing style changes within a given text. Specif-
ically, for each pair of consecutive paragraphs, the task was to compute whether
there is a change in writing style between the two paragraphs. The dataset used
for this task is split into three subsets of increasing difficulty: Easy : Each doc-
ument contains a variety of topics, therefore, topic information can be used for
detecting changes in writing style. Medium: The topics contained in a document
are more homogeneous, requiring the approaches to focus more on writing style
to solve the detection task. Hard: The paragraphs in a document are of a single
topic. We control for topical diversity to ensure that, particularly in the hard
dataset, topical differences cannot be used as a proxy signal for authorship and
that the focus remains on stylistic cues for detecting changes in writing style.

Data Set and Evaluation

The dataset used for the multi-author writing analysis task is based on user
posts on Reddit3. We selected posts from the following subreddits to ensure that
a variety of topics is used for the creation of the datasets: r/worldnews, r/politics,
r/askhistorians, and r/legaladvice. After extracting posts from these subreddits,
we applied cleaning steps, such as removing quotes, whitespace, emojis, or hy-
perlinks. The cleaned user posts were then split into paragraphs.

To generate documents for the dataset, we used paragraphs from a single
Reddit post to ensure minimal topical coherence between paragraphs of the
generated document. Each document was composed of paragraphs written by
a randomly selected number of two to four authors. For each paragraph, we
extracted and computed semantic and stylistic feature vectors to characterize
the paragraph. The paragraphs were then concatenated based on the similarity
of their feature vectors. This mixing approach allowed us to control for topical
and stylistic similarity, enabling the creation of more coherent documents and
allowing us to adjust the difficulty of the multi-author writing style task. For the
three datasets, we configured the similarity threshold for consecutive paragraphs
to be (1) relatively large for the easy dataset, (2) moderate for the medium
dataset, and (3) small for the hard dataset. Each of the easy, medium, and hard
datasets contains 6,000 documents. We provided participants with training, test,
and validation splits for all three datasets. The training sets contain 70% of the
3https://www.reddit.com/

https://www.reddit.com/
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Table 1: Overall results for the multi-author analysis task, ranked by average F1

performance across all three datasets. Best results are marked in bold.
Team Easy F1 Medium F1 Hard F1

fosu-stu [80] 0.987 0.887 0.834
nycu-nlp [68] 0.964 0.857 0.863
no-999 [139] 0.991 0.830 0.832
huangzhijian [50] 0.985 0.815 0.826
text-understanding-and-analysi [46] 0.991 0.815 0.818
bingezzzleep [135] 0.985 0.818 0.807
openfact [63] 0.981 0.821 0.805
chen [20] 0.968 0.822 0.807
baker [134] 0.976 0.816 0.770
gladiators [56] 0.956 0.809 0.783
khaldi-abderrahmane 0.905 0.806 0.641
karami-sh [117] 0.972 0.664 0.642
riyahsanjesh [113] 0.825 0.712 0.599
liuc0757 [72] 0.696 0.717 0.503
lxflcl66666 [66] 0.606 0.455 0.484
foshan-university-of-guangdong [73] 0.517 0.394 0.352

Baseline Predict 1 0.466 0.343 0.320
Baseline Predict 0 0.112 0.323 0.346
Baseline Random 0.414 0.506 0.495

documents in each dataset, while the test and validation sets contain 15% each.
The test sets were withheld for the evaluation phase of the competition.

The performance of the submitted approaches is evaluated per dataset by
macro-averaged F1-score value across all documents.

Results

The task received 16 valid software submissions. The results achieved by the
participants are shown in Table 1. The best average F1 across the three datasets
was achieved by the fosu-stu team. For the easy dataset, teams no-999 [139] and
text-understanding-and-analysi [46] achieved the highest F1 score (0.991), for
the medium dataset, fosu-stu [80] reached an F1 score of 0.887, and for the hard
dataset, team nycu-nlp [68] achieved a F1 of 0.863. All submissions were able to
outperform the three simple baselines: a random baseline, one that predicted a
style change for each pair of paragraphs, and one that predicted no style change
for each pair of paragraphs. Further details on the approaches taken can be found
in the overview paper [144].

3 Multilingual Text Detoxification

Text detoxification is a subtask of text style transfer where the style of text
should be changed from toxic to neutral while preserving the content. As lan-
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Table 2: The statistics of all ParaDetox datasets used in the TextDetox shared
task. The human detoxified references were collected either via crowdsourcing or
locally hired native speaker. For English and Russian, the previously collected
train data was available during all shared task’s phases. For other languages,
1 000 samples per language were divided correspondingly into development and
test parts.
Language Source of Annotation Train Dev Test

Toxic Samples Process

English [53] Crowdsourcing+Manual 11 939 400 600
Russian [11, 115] Crowdsourcing+Manual 8 500 400 600

Ukrainian [16] Crowdsourcing — 400 600
Spanish [96, 124, 97] Crowdsourcing — 400 600
German [133, 106, 107] Manual — 400 600
Hindi [82] Manual — 400 600
Amharic [8, 7] Manual — 400 600
Arabic [90, 40, 87, 89] Manual — 400 600
Chinese [77] Manual — 400 600

guage modeling advances, there is growing concern about the potential unin-
tended consequences of this technology. One such concern is the possibility of
harmful or biased texts, which could perpetuate negative stereotypes or mis-
information [64]. This has led to a growing interest in AI safety and the need
for approaches to mitigating these risks [17]. This presents a major challenge
for researchers and practitioners in language model safety, who need to develop
effective detoxification techniques that can be applied to many languages. Pre-
viously, the first parallel corpus for such a task was released for English [75] and
Russian [27] that built a foundation for the RUSSE-2022 Text Detoxification
shared task.

In PAN 2024, we extend our data and challenges even to more languages.
The participants were asked to develop text detoxification systems for 9 lan-
guages: English, Spanish, German, Chinese, Arabic, Hindi, Ukrainian, Russian,
and Amharic. For each language, the prepared dataset was split into two parts:
(i) development and (ii) test. For the train part, we did not provide any training
data except for English and Russian that was publicly available from the previ-
ous work [75, 27, 26]. Thus, in the shared task, the participants were asked to
do experiments in two setups:

– Cross-lingual setup: In the development phase, participants were provided
400 toxic sentences per each language. They have to experiment with various
techniques for cross-lingual detoxification.

– Multilingual setup: Then, in the test phase, we released parallel dev data
and asked participants to perform detoxification on 600 samples per language
(3600 instances in total). At this phase, participants were able to utilize par-
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allel training corpora to improve their approaches and perform multilingual
detoxification for any subset of languages.

For both phases, an automatic leaderboard was open to provide the partici-
pants scores of the adequacy and the proximity to the human references of their
outputs. However, the final leaderboard was based on a human evaluation with
crowdsourcing of subsamples from the test dataset. The human judgment gave
a fair assessment of responses and prevented participants from over-tuning on
automated metrics.

Data Set and Evaluation

Multilingual ParaDetox for 9 languages The full picture of the collected Pa-
raDetox data for all target languages is presented in Table 2. While the methods
of collecting human annotations vary across languages—some data were gath-
ered via crowdsourcing, others by hiring local native speakers—the quality of
the texts was uniformly verified by experts to ensure three key attributes as
introduced in [28, 75]: (i) the style of new paraphrases is genuinely non-toxic,
(ii) the main content is preserved, and (iii) the new texts are fluent.

For each language for the shared task’s phases:

– During the development phase: 400 only toxic parts were available for par-
ticipants to perform cross-lingual experiments.

– During the test phase: (i) 400 ParaDetox instances were fully released; (ii)
participants should provide their final solutions for 600 toxic parts of the
test dataset.

For English and Russian during all phases, additional training parallel
datasets were available from previous work [75, 27, 26]. All the data is avail-
able online for public usage.4

Automatic Evaluation For both phases, we provided the leaderboard based
on an automatic evaluation setup. We evaluate the outputs based on three
parameters—style of text, content preservation, and conformity to human
references—combining them into the final Joint score:

– Style Transfer Accuracy (STA) ensures that the generated text is indeed
more non-toxic. It was estimated with XLM-R [22] large instance fine-tuned
for the binary toxicity classification task for our target languages. The model
determined the degree of non-toxicity in the texts.

– Content Similarity (SIM) is the cosine similarity between LaBSE em-
beddings [31] of the source texts and the generated texts.

– Fluency (ChrF1) is used to estimate the proximity of the detoxified texts
to human references and their fluency.

4https://huggingface.co/textdetox

https://huggingface.co/textdetox
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Human Evaluation We selected 100 random original toxic samples per each
language from the test part of our dataset and performed human evaluation via
Toloka crowdsourcing platform.5 The concept of the human evaluation mirrored
the approach used in the automatic evaluation. Each project type focused on
assessing one of the three key qualities of detoxification; style transfer accuracy,
content similarity, or fluency:

– Style Transfer Accuracy: we employed a pairwise comparison between
the original toxic text and the generated detoxified text. Participants were
tasked with determining which text was more toxic: the left text, the right
text, or neither.

– Content Similarity: participants were shown pairs of texts (toxic phrase
followed by detoxified phrase) and asked to indicate if the sense was similar,
responding with “yes” or “no”.

– Fluency: individual sentences were evaluated for intelligibility and correct-
ness. Annotators could respond with “yes”, “partially”, or “no”, corresponding
to scores of 1, 0.5, and 0, respectively. The fluency score for a text pair was
determined by comparing the detoxified text’s score to the original. If the
detoxified text had a higher or equal fluency score, the pair received a 1;
otherwise, it received a 0.

Final Joint Score (J) For both automatic and human evaluation setups, the J
score was the aggregation of the three above metrics. The metrics STA, SIM
and FL were subsequently combined into the final J score used for the final
ranking of approaches. Given an input toxic text xi and its output detoxified
version yi, for a test set of n samples:

J = 1
n

n∑
i=1

STA(yi) · SIM(xi, yi) · FL(xi, yi),

where STA(yi), SIM(xi, yi), FL(xi, yi) ∈ [0, 1] for automatic and ∈ {0, 1} for
human evaluation for each text detoxification output yi.

We calculated all the metrics separately per each language. In the end, we
calculated the Average score of 9 Joint scores per all languages that were used
to compile the leaderboard.

Results

We received 20 submissions for the development phase leaderboard and 31 sub-
missions for the test phase leaderboard; the final manually evaluated leaderboard
was based on 17 submissions who confirmed their participation in the competi-
tion [93, 130, 110, 149, 95, 78, 34, 123, 91, 63, 105, 102, 99]. The final leaderboard
based on human assessments is presented in Table 3.

Almost all of the participants used the current SOTA LLMs, among which
are GPT-3.5 [92] and Llama-3 [3] models; to enhance the model’s performance
5https://toloka.ai

https://toloka.ai
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Table 3: Results of the human final evaluation of the TextDetox test phase.
Scores are sorted by the average Joint score. Scores are sorted by the average
Joint score across all 9 languages. Baselines are highlighted with gray , Human
References are highlighted with green .
Team Avg System

Human References 0.851 Human paraphrases from our multilingual ParaDetox

SomethingAwful 0.774 Few-shot LLaMa-3 prompting+mT0-XL
adugeen 0.741 Fine-tuned mT0-XL with ORPO [43]
VitalyProtasov 0.723 Preprocessing+mT0-large
nikita.sushko 0.712 Fine-tuned mT0-XL+postprocessing
erehulka 0.708 Few-shot LLaMa-3 prompting
bmmikheev 0.685 Few-shot LLaMa-3 prompting+GPT-3.5 post-eval.
mkrisnai 0.681 Few-shot GPT-3.5 prompting
d1n910 0.654 Few-shot Kimi.AI prompting
Yekaterina29 0.639 Fine-tuned mT5-XL
estrella 0.576 Tree of Thought GPT3.-5 prompting
gleb.shnshn 0.564 Zero-shot LLaMa-3-70b prompting
Delete 0.560 Elimination of toxic keywords
mT5 0.541 Fine-tuned mT5-XL
shredder67 0.524 Fine-tuned mT5-XL
razvor 0.516 Few-shot LLaMa-3 prompting
ZhongyuLuo 0.513 Translation+BART-detox&ruT5-detox
gangopsa 0.500 Fine-tuned T5&BART+token-level editing
Backtranslation 0.411 Translation of data to English+BART-detox
maryam.najafi 0.177 Mistral-7b with PPO
dkenco 0.119 Few-shot Cotype-7b prompting

on the task of detoxification participants tested both zero-shot and few-shot
prompting methods. Among smaller models, there were used mT5 [137] and
mT0 [88]—these models were usually finetuned using ad hoc filtering and data
augmentation techniques, for instance, as RAG and backtranslation. Addition-
ally, region-specific LLMs were also employed: Cotype-7b [86] and Kimi.AI [2].

The majority of the participants overcame the baselines and even a couple
of solutions outperformed human references. Still, for not-so-rich-resource lan-
guages such as Ukrainian, Chinese, Amharic, and Hindi human detoxified para-
phrases remained the gold standard. At the same time, various experiments from
participants illustrate that vanilla usage of LLMs for the detoxification task does
not achieve high results. At least more advanced prompting techniques and fine-
tuning on the downstream task with our provided data boosted the performance
significantly achieving such interesting SOTA results.
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Figure 1: A Telegram text annotated with elements of oppositional narrative.

4 Oppositional Thinking Analysis: Conspiracy Theories
vs Critical Thinking Narratives

Conspiracy theories are complex narratives that attempt to explain the ultimate
causes of significant events as cover plots orchestrated by secret, powerful, and
malicious groups [29]. A challenging aspect of identifying conspiracy with NLP
models [109, 100, 101, 35, 62, 33] stems from the difficulty of distinguishing
critical thinking from conspiratorial thinking in automatic content moderation.
This distinction is vital because labeling a message as conspiratorial when it is
only oppositional could drive those who were simply asking questions into the
arms of the conspiracy communities.

At PAN 2024 we aim at analyzing oppositional thinking, and more concretely,
at discriminating conspiracy from critical narratives from a stylometry perspec-
tive. The task will address two new challenges for the NLP research community:
(1) to distinguish the conspiracy narrative from other oppositional narratives
that do not express a conspiracy mentality (i.e., critical thinking); and (2) to
identify in online messages the key elements of a narrative that fuels the inter-
group conflict in oppositional thinking. Accordingly, we propose two sub-tasks:

– Subtask 1 is a binary classification task differentiating between (1) critical
messages that question major decisions in the public health domain, but
do not promote a conspiracist mentality; and (2) messages that view the
pandemic or public health decisions as a result of a malevolent conspiracy
by secret, influential groups.

– Subtask 2 is a token-level classification task aimed at recognizing text spans
corresponding to the key elements of oppositional narratives. Since conspir-
acy narratives are a special kind of causal explanation, we developed a span-
level annotation scheme that identifies the goals, effects, agents, and the
groups-in-conflict in these narratives.

For the second task, a new fine-grained annotation scheme was developed
with the goal of identifying, at the text span level, how oppositional and con-
spiracy narratives use inter-group conflict. The annotation was performed for the
described 5,000 binary-labeled messages per language. We identify the following
six categories of narrative elements at the span level (see Figure 1):

– Agents: the hidden power that pulls the strings of the conspiracy. In crit-
ical messages, agents are actors that design the mainstream public health
policies: Government, WHO, . . . ;
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Table 4: Overall results for subtask 1 on Conspiracy theories vs Critical thinking
narratives in English (EN) in terms of Matthew’s correlation coefficient (MMC).
Team EN MCC

IUCL 0.838
AI_Fusion 0.830
SINAI 0.829
ezio 0.821
hinlole 0.819
Zleon 0.819
virmel 0.819
inaki 0.814
yeste 0.812
auxR 0.808
Elias&Sergio 0.803
theateam 0.803
trustno1 0.798
DSVS 0.797
sail 0.796
ojo-bes. 0.796
RD-IA-FUN 0.796
Baseline BERT 0.796
aish_team 0.791
rfenthusiasts 0.790
Dap_upv 0.789
oppositional_opposition 0.789
RD-IA-FUN 0.789
miqarn 0.788
CHEEXIST 0.787
tulbure 0.787
XplaiNLP 0.787
TheGymNerds 0.785

Team EN MCC

nlpln 0.784
RalloRico 0.777
LasGarcias 0.775
zhengqiaozeng 0.775
ALC-UPV-JD-2 0.772
LorenaEloy 0.771
lnr-alhu 0.770
NACKO 0.769
paranoia-pulverizers 0.768
DiTana 0.765
FredYNed 0.764
dannuchihaxxx 0.764
lnr-detectives 0.763
TargaMarhuenda 0.761
Trainers 0.759
thetaylorswift 0.757
locasporlnr 0.757
lnr-adri 0.755
TokoAI 0.754
ede 0.753
lnr-verdnav 0.752
lnr-dahe 0.748
epistemologos 0.748
lucia&ainhoa 0.747
pistacchio 0.741
lnr-BraulioP. 0.739
Marc_Coral 0.739
Ramon&Cajal 0.728

Team EN MCC

lnr-lladrogal 0.725
lnr-fanny-nuria 0.725
MarcosJavi 0.719
lnr-cla 0.716
lnr-jacobant. 0.716
MUCS 0.716
lnr-aina-julia 0.715
LaDolceVita 0.707
alopfer 0.705
lnr-luqrud 0.705
LNR-JoanPau 0.705
lnr-carla 0.700
lnr-Inetum 0.698
lnr-antonio 0.685
LluisJorge 0.678
anselmo-team 0.672
lnr-pavid 0.595
LNRMADME 0.546
lnr-mariagb. 0.506
LNR_08 0.442
Kaprov 0.370
lnr_cebusqui 0.048
jtommor 0.040
eledu 0.459
david-canet 0.631
lnr-guilty 0.659
lnrANRI 0.755
ROCurve 0.800

– Objectives: parts of the narrative that answer the question “What is in-
tended by the agents of the conspiracy theory or by the promoters of the
action being criticized from a critical thinking perspective?”;

– Consequences: parts of the narrative that describe the effects of the agent’s
actions;

– Facilitators: the facilitators are those who collaborate with the conspira-
tors; in critical messages, facilitators are those who implement the measures
dictated by the authorities;

– Campaigners: in conspiracy messages, the campaigners are the ones who
uncover the conspiracy theory; in critical messages, campaigners are those
who resist the enforcement of laws and health instructions; and

– Victims: the people who are deceived into following the conspiratorial plan
or the ones who suffer due to the decisions of the authorities.
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Table 5: Overall results for subtask 1 on Conspiracy theories vs Critical thinking
narratives in Spanish (ES) in terms of Matthew’s correlation coefficient (MMC).
Team ES MCC

SINAI 0.742
auxR 0.720
RD-IA-FUN 0.702
Elias&Sergio 0.697
AI_Fusion 0.687
zhengqiaozeng 0.687
virmel 0.685
trustno1 0.684
Zleon 0.682
ojo-bes 0.681
tulbure 0.672
sail 0.671
nlpln 0.668
Baseline BERT 0.668
pistacchio 0.667
rfenthusiasts 0.665
XplaiNLP 0.662
yeste 0.660
oppositional_opposition 0.660
epistemologos 0.656
miqarn 0.656
theateam 0.655
ezio 0.653
lucia&ainhoa 0.652
TargaMarhuenda 0.651
TokoAI 0.651
paranoia-pulver. 0.649

Team ES MCC

NACKO 0.646
ALC-UPV-JD-2 0.646
DSVS 0.646
RD-IA-FUN 0.644
locasporlnr 0.643
DiTana 0.637
lnr-BraulioPaula 0.635
Dap_upv 0.630
TheGymNerds 0.630
MUCS 0.629
LasGarcias 0.624
lnr-dahe 0.619
lnr-adri 0.619
hinlole 0.619
RalloRico 0.610
lnr-aina-julia 0.61
lnr-verdnav 0.61
thetaylorswift 0.60
lnr-alhu 0.60
lnr-luqrud 0.60
lnr-lladrogal 0.59
ede 0.59
Fred&Ned 0.59
LaDolceVita 0.59
LNR-JoanPau 0.59
anselmo-team 0.58

Team ES MCC

Ramon&Cajal 0.58
lnr-fanny-nur. 0.58
lnr-antonio 0.57
LluisJorge 0.56
lnr-cla 0.56
lnr-jacobant. 0.56
lnr-pavid 0.55
alopfer 0.55
LNRMADME 0.54
lnr-carla 0.54
LorenaEloy 0.54
CHEEXIST 0.53
lnr-guilty 0.52
eledu 0.50
lnr-mariagb. 0.49
dannuchihaxxx 0.47
lnr-detectives 0.40
LNR_08 0.06
jtommor 0.01
lnr-Inetum 0.00
Marc_Coral 0.00
MarcosJavi -0.03
lnr_cebusqui -0.41
david-canet -0.50
lnrANRI -0.61
ROCurve -0.64

Data Set and Evaluation

For the creation of the corpus, we first manually compiled a list of 2,273 pub-
lic Telegram channels in English and Spanish that contain oppositional non-
mainstream views on the COVID-19 pandemic. We retrieved and filtered mes-
sages from the channels based on a set of oppositional and conspiracy keywords
related to COVID-19. Then the messages were cleaned by removing duplicates,
short texts, and texts with a large proportion of non-regular words (such as URLs
and mentions). Finally, the messages were ranked using an index of quality based
on the properties of a message and its channel. The index is composed of several
criteria capturing the prevalence of COVID-19 topics and the channel’s activity.

We developed an annotation schema to differentiate between the messages
criticizing the mainstream views on COVID-19 and the messages evoking the
existence of a conspiracy. A message was labeled "conspiracy" if any of these four
criteria were met: (1) it framed COVID-19 or a related public health strategy as
the result of the agency of a small and malevolent secret group; (2) it claimed
that the pandemic is not real (e.g. a plandemic); (3) it accused critics of the
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Table 6: Overall results for subtask 2 on the Text-span recognition of elements
of oppositional narratives, in English (EN) and Spanish (ES), in terms of macro-
averaged span-F1

Team EN span-F1

tulbure 0.6279
Zleon 0.6089
hinlole 0.5886
oppositional_opposition 0.5866
AI_Fusion 0.5805
virmel 0.5742
miqarn 0.5739
TargaMarhuenda 0.5701
ezio 0.5694
zhengqiaozeng 0.5666
Elias&Sergio 0.5627
DSVS 0.5598
CHEEXIST 0.5524
rfenthusiasts 0.5479
ALC-UPV-JD-2 0.5377
Baseline BETO 0.5323
Dap_upv 0.5272
aish_team 0.5213
SINAI 0.4582
Trainers 0.3382
nlpln 0.3339
ROCurve 0.2996
TokoAI 0.2760
DiTana 0.2756
TheGymNerds 0.2070
epistemologos 0.1709
theateam 0.1503
LaDolceVita 0.0726
kaprov 0.0150

Team ES span-F1

tulbure 0.6129
Zleon 0.5875
AI_Fusion 0.5777
CHEEXIST 0.5621
virmel 0.5616
miqarn 0.5603
DSVS 0.5529
TargaMarhuenda 0.5364
Elias&Sergio 0.5151
hinlole 0.4994
Baseline BETO 0.4934
Dap_upv 0.4914
zhengqiaozeng 0.4903
ALC-UPV-JD-2 0.4885
ezio 0.4869
nlpln 0.4672
rfenthusiasts 0.4666
SIANI 0.4151
TheGymNerds 0.3984
DiTana 0.3004
ROCurve 0.2649
TokoAI 0.1878
epistemologos 0.1657
LaDolceVita 0.1056
theateam 0.0994
oppositional_opposition 0.0037

conspiracy theory of being a part of the plot; (4) it divided society into two: those
who know the truth (the conspiracy theorists) and those who remain ignorant.
A message was labeled “critical” if it opposed publicly accepted understandings
of events but had none of these four characteristics of the conspiratorial mindset.

Using this annotation scheme, 5,000 messages per language were anno-
tated as "conspiracy" or "critical" thinking. For these messages, we performed
anonymization by removing sensitive and identifiable information such as nick-
names, user IDs, and e-mail addresses. The average text length is 128 tokens for
Spanish texts and 265 tokens for English texts that tend to elaborate more on
conspiracy theories.

Each message was annotated by three linguists and the inter-annotator agree-
ment (IAA) was calculated. Disagreements were discussed with the social psy-
chologist who created the annotation scheme. For English messages, the IAA in
terms of Krippendorf’s α is 0.79 for “conspiracy” messages and 0.60 for “criti-
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cal” messages, while the average observed percentage of agreement between the
three annotators is 91.4%, and 80.3%, respectively. For Spanish messages, Krip-
pendorf’s α is 0.80 for “conspiracy” messages and 0.70 for “critical” messages,
corresponding to the percentage agreements of 90.9% and 84.9%.

For the second task, a new fine-grained annotation scheme was developed
with the goal of identifying, at the text span level, how oppositional and con-
spiracy narratives use intergroup conflict. The annotation was performed for the
described 5,000 binary-labeled messages per language.

In the process of span-level annotation, each of the 5,000 Spanish and English
messages were annotated by two linguists. Currently, the annotation instructions
are being discussed and improved and, to this end, we are using the Gamma (γ)
measure of the IAA test [83], yielding a first average γ of 0.43. The following
batch had an average gamma of 0.53, and the last one had a γ of 0.61. We deemed
this a good agreement because it is close to or above the average agreement of
other highly conceptual span-level schemes [24, 132]. A detailed description of
the dataset can be found in [60].

The official evaluation metric for subtask 1 (critical vs. conspiracy classifica-
tion) is Matthew’s correlation coefficient (MCC) [21], while the official metric for
subtask 2 (span-level detection of narrative elements) is macro-averaged span-F1
[23].

Results

A total of 83 teams submitted their runs for subtasks 1 and 2, resulting in
18 notebook submissions [51, 131, 44, 9, 25, 112, 4, 150, 30, 111, 36, 6, 81,
147, 47, 128, 71]. In the tables above we illustrate the ranking per language.
Concretely, Table 4 and Table 5 show the overall results obtained for subtask
1 on Conspiracy theories vs critical thinking narratives, in terms of Matthew’s
correlation coefficient; while Table 6 shows the results of subtask 2 on Text-span
recognition of elements of oppositional narratives, in terms of macro-averaged
span-F1.

We will analyze in detail the results and describe the models of the partici-
pants in the task overview paper [61].

5 Voight-Kampff Generative AI Authorship Verification

Authorship verification is a fundamental task in author identification. All cases of
questioned authorship can be decomposed into a series of verification instances,
be it in a closed-set or open-set scenario [59]. Since PAN has been continuously
organizing Authorship verification tasks [119, 13, 12, 118], we are well-equipped
to tackle a timely and highly important issue: identification of machine author-
ship in contrast to human authorship.

Authorship identification of generative AI “in the wild” where a single doc-
ument is disputed without reference is an open-set problem and the hardest
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Input / Task

1. { ? , ? }

2. { ? , ? }
3. { ? , ? }
4. { ? , ? }
5. { ? , ? }
6. { ? , ? }

7. ?

−→

Possible Assignment Patterns

1. { A , M }

2. { A , M }, { A , A }
3. { A , M }, { M , M }
4. { A , M }, { A , A }, { M , M }
5. { A , M }, { A , A }, { A , B }
6. { A , M }, { A , A }, { A , B }, { M , M }

7. A , M

Figure 2: Hierarchy of authorship verification problems from “easiest” (1) to
“hardest” (7), involving LLM-generated text. Ignoring mixed human and ma-
chine authorship, the difficulty arises from the pairing constraints imposed by
the possible assignment patterns. M denotes LLM-generated text, while A and
B denote human-authored text (same letter meaning same human author).

formulation of the task. Although the literature suggests limited success in solv-
ing this problem given the current generation of LLMs, it is questionable whether
this will remain so with improving technology. Setting aside mixed human and
machine authorship, we have broken down all possible formulations of the prob-
lem with increasing levels of difficulty to get a more fundamental understanding
of the task at hand and the feasibility of potential solutions. Figure 2 visual-
izes the cascade of all problem variants from easiest (Task 1) to most difficult
(Task 7). In the easiest case, two documents with unknown authorship are given,
yet we guarantee that exactly one is generated by a human A , and the other by
a machine M , respectively. This constraint is relaxed in the following variants
where, for example, both texts may also stem from a machine, { M , M }. In the
hardest case, a single text is given, which could be either A or M .

For the 2024 task on “Generative AI Authorship Verification,” we follow the
“easiest” formulation of the task in order to establish a feasibility baseline. The
task description reads: “Given two texts, one authored by a human, one by a
machine: pick out the human. ”

The task is organized in collaboration with the ELOQUENT Lab [54] in
a builder-breaker style, in which PAN participants build systems to identify
machine authorship, while ELOQUENT participants supply datasets trying to
break the systems.

Data Set

In addition to the ELOQUENT-provided data, we collected 1,359 articles of
major 2021 U.S. news headlines from Google News. We chose this time period
specifically as it predates the release of GPT-3.5 so that we could be reasonably
certain the articles were actually human-authored. We used GPT-4-Turbo to
generate a bullet-point summary of each article and the summaries were then
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Table 7: Overview of the 65 dataset variants provided as baseline datasets. All
variants contain the same 271 human texts and (roughly) one machine gener-
ated text per LLM used. Discarding erroenous generations, this results in 3,441
pairings each for main and cross-domain variants, 600 for both unicode variants
and short texts, 543 for german texts, 542 for the Kaggle prompt, 272 for both
contrastive decoding (* using Llama2-13B).
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Variation /Obfuscation 7B 7B 0.6 0.9 002 2-OI 3.5 4 7B 70B 7B 8x7B 72B

Main x x x x x x x x x x x x x
Unicode sub. (machine) x x x x x x x
Unicode sub. (both) x x x x x x x
Cross-domain x x x x x x x x x x x x x.
Short text x x x x x x x x x x x x x
German text (machine) x x
Contr. decoding (α = 0.1) x*
Contr. decoding (α = 0.6) x*
Kaggle prompt x x

given to a selection of 13 downstream large language models to write new articles
from them.

Of the original 1,359 human-authored articles, participants were given 1,087
together with their machine counterparts from 13 LLMs to calibrate their sys-
tems. The remaining 272 articles and generations from 15 LLMs were kept back
for testing, resulting in 3,984 test cases, which together form the “main” portion
of the test set.

To further test the robustness of the submitted systems, we generated mul-
tiple variants of the original pairs. In particular, we: (1) amended the prompt to
generate German instead of English texts (this was already part of the “main”
test set, but not communicated to the participants); (2) replaced 15 % of the char-
acters in (a) the machine texts and (b) both the human and machine texts with
Unicode lookalike characters; (3) shuffled the test case pairs to break the topic
coherence; (4) used contrastive decoding [121] instead of top-k / top-p sampling;
(5) cropped texts to 35 words; and (6) used the prompt from a previous Kaggle
competition on LLM detection [57] to generate more faithful paraphrases of the
original articles, instead of using the stripped-down bullet point summaries.

In total, we created 65 test set variations from 13 (15) different LLMs, which
are summarized in Table 7, with ELOQUENT providing another five. A more
detailed description is available in the joint task overview paper [15].
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Evaluation

At test time, participants were given pairs of human and LLM texts and had
to calculate a score between 0 and 1, indicating which text was more likely to
be human-authored. Scores less than 0.5 mean the left text is human and scores
greater than 0.5 mean the right text is human. A score of exactly 0.5 could be
given to signal a non-decision. We borrowed this evaluation scheme from previous
installments of the PAN Authorship Verification Task.

We rank systems by their macro-average effectiveness across all n = 70
dataset variants (including ELOQUENT submissions) discounted by half a stan-
dard deviation (estimated from the scores with n− 1 DoF), which penalizes un-
stable systems that are not robust against text obfuscations or other text vari-
ations. We use the macro average over datasets since all datasets have different
numbers of examples, yet we consider them equally important as performance
indicators.

Also in line with previous task installments, we compute the effectiveness for
each dataset variant as the average of the established evaluation measures in
authorship verification (all with comparable 0–1 scales). In particular:

– Roc-Auc: The area under the Receiver Operating Characteristic curve.
– Brier: The complement of the Brier score (mean squared loss)
– C@1: A modified accuracy score that assigns non-answers (score = 0.5) the

average accuracy of the remaining cases.
– F1: The harmonic mean of precision and recall.
– F0.5u: A modified F0.5 measure (precision-weighted F measure) that treats

non-answers (score = 0.5) as false negatives.

Submitted Systems

In total, our task attracted 34 teams to submit systems in addition to the baseline
systems we provided. Table 8 shows the best-performing system of each team
that submitted notebook papers and a brief description of their approach.

Baselines We provided implementations of six baseline systems to compare sub-
mitted systems against four state-of-the-art zero-shot LLM detection baselines
and two adapted authorship verification baselines.

The zero-shot LLM detection baselines are: (1) Binoculars [42], (2) De-
tectLLM (both NPR and LRR scoring mode), (3) DetectGPT [85], and (4)
Fast-DetectGPT [10]. All three were provided in two variants using either Falcon-
7B [5] or Mistral-7B [52] to estimate text perplexities. The required text pertur-
bations for DetectGPT and DetectLLM-NPR were generated with T5-3B [104].

The two authorship verification baselines were adapted to the LLM detection
task by splitting each text in half and comparing the two halves against each
other under the assumption that LLM texts are stylistically more self-similar
than human texts. The baselines provided are a compression model (PPMd
CBC) [114, 41] and short-text authorship unmasking [58, 14].
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Table 8: The score is the mean of all evaluation measures across all other metrics
on the main dataset corrected by half a standard deviation to correct for spread.
Team Score System

Tavan [125] 0.924 Ensemble: LoRA-trained LLM + Binoculars
J. Huang [46] 0.921 BERT with multiscale PU loss [126]
Lorenz [76] 0.886 SVM with TF-IDF features
M. Guo [39] 0.884 LSTM embeddings + GPT-2 PPL
Z. Lin [69] 0.851 Finetuned BERT + R-Drop
Abburi [1] 0.843 Ensemble: RoBERTa + E5 + GPT-2 Perplexity
Miralles [84] 0.806 Entropy and text features + XGBoost
Yadagiri [138] 0.806 Finetuned BERT + linguistic features
Lv [79] 0.804 Finetuned DeBERTa with Reptile meta learning
Gritsai [37] 0.796 Ensemble: LoRA-trained LLMs
Cao [18] 0.778 Finetuned BERT
L. Guo [38] 0.763 BERT and text features + Bi-LSTM
Binoculars 1 0.741 Baseline Binoculars (Falcon-7B) [42]
B. Huang [45] 0.735* Finetuned BERT + R-Drop [67]
Valdez-Valenzuela [129] 0.727* Graph Neural Network + BERT
Ye [140] 0.722 T5 with LM head trained to predict class
Chen [19] 0.694 Ensemble: 2x BERT + GPT-2 (PPL)
W. Huang [49] 0.683 Perplexity of GPT-2 trained on LLMs + SVM
Qin [103] 0.680* Ensemble: BERTs + R-Drop
Binoculars 2 0.671 Baseline Binoculars (Mistral-7B) [42]
DetectLLM 1 0.654 Baseline DetectLLM LRR (Mistral-7B) [120]
Petropoulos [98] 0.641 RoBERTa embeddings + Bi-LSTM
Fast-DetectGPT 1 0.638 Baseline Fast-DetectGPT (Mistral-7B) [10]
Wu [136] 0.608 BERT embeddings + extra Transformer block
Text Length 0.604 Baseline Text length
Z. Lin [70] 0.565 T5 with LM head trained to predict class
Zhu [148] 0.555 Finetuned DeBERTa
PPMd CBC 0.544 Baseline PPMd Compression-based Cosine [114, 41]
Sun [122] 0.531 BERT embeddings + CNN
DetectLLM 2 0.512 Baseline DetectLLM NPR (Mistral-7B) [120]
Lei [65] 0.504 LoRA-trained ChatGLM
Fast-DetectGPT 2 0.500 Baseline Fast-DetectGPT (Falcon-7B) [10]
Liu [74] 0.497 Preplexity of pre-trained GPT-2
DetectGPT 1 0.488 Baseline DetectGPT (Mistral-7B) [85]
K. Huang [48] 0.480 Siamese DeBERTa
DetectLLM 3 0.468 Baseline DetectLLM NPR (Falcon-7B) [120]
Unmasking 0.467 Baseline Authorship Unmasking [58, 14]
Sheykhlan [116] 0.460 Ensemble: BERT, RoBERTa, and Electra
DetectLLM 4 0.460 Baseline DetectLLM LRR (Falcon-7B) [120]
DetectGPT 2 0.439 Baseline DetectGPT (Falcon-7B) [85]

Ostrower [94] [No software submitted]

* Scores estimated due to run failures on some dataset variants.
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As an additional seventh baseline, we measured and compared the text
lengths in characters. This baseline serves as both a quasi-random baseline and
as a data sanity check.

Participant Systems While our baseline systems reproduce established meth-
ods in either authorship verification or intrinsic, zero-shot LLM detection, the
participant systems cover a broad range of approaches. The most popular ap-
proach is to use a BERT-based classifier with some modification (like PU loss
or R-Drop), bagging, and / or expansion of the given training data with other
LLM detection datasets. Some systems use engineered features like perplexity,
properties of token distributions, or stylometrics (exclusively or in addition to
BERT-embeddings) as classifier (Linear, XGBoost, LSTM) inputs. Most of these
classification methods apply a posterior comparison of scores similar to how we
use Binoculars, although some participants also train models to directly discrim-
inate between the pairings. In some cases, participants also developed zero-shot
methods and adapted LLMs directly for the detection task, often using LoRa.

Results

Table 8 shows the ranking scores of the best system submitted by each partic-
ipating team and the baselines. In total, 10 teams surpassed all baselines. The
overall best submission (by Tavan and Najafi; mean score of 0.924) finetunes
Mistral and Llama2 models, combining them into an ensemble with the Binoc-
ulars baseline [42]. This approach beats the original baseline by 0.183 points,
though there appears to be no general best strategy for AI detection. The top 5
systems are a mixture of zero-shot perplexity estimators and supervised blackbox
classifiers based on BERT or even linear classifiers.

On the individual datasets, we see that almost all submissions perform quite
well on non-obfuscated text (Roc-Auc > 0.9). We must therefore conclude that
even the most advanced LLMs still exhibit obvious stylistic idiosyncrasies which
make their texts easy to distinguish from human ones. However, none of the
systems is entirely robust against (unexpected) obfuscations and particularly
short text samples are a big challenge for all systems. Some systems did not
produce any output on the short texts due to a programming problem. For
the final evaluation, the missing values were filled with the corresponding mean
values from all other systems. Affected systems are marked with * in Table 8.

A more detailed description and analysis of the submissions and the results
can be found in the joint PAN and ELOQUENT task overview paper [15].
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