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Abstract. Automatic short answer grading (ASAG) is the task of assessing short natural language responses to
objective questions using computational methods. The active research in this field has increased enormously of late
with over 80 papers fitting a definition of ASAG. However, the past efforts have generally been ad-hoc and non-
comparable until recently, hence the need for a unified view of the whole field. The goal of this paper is to address
this aim with a comprehensive review of ASAG research and systems according to history and components. Our
historical analysis identifies 35 ASAG systems within 5 temporal themes that mark advancement in methodology or
evaluation. In contrast, our component analysis reviews 6 common dimensions from preprocessing to effectiveness.
A key conclusion is that an era of evaluation is the newest trend in ASAG research, which is paving the way for
the consolidation of the field.
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INTRODUCTION

The assessment of learning outcomes with tests and examinations can be facilitated by many question
types and grading methods. The specific question types may be designed as anything from simple
multiple-choice questions, to questions requiring natural language responses such as short answers or
essays. The grading method may be either manual grading by hand or automatic grading by compu-
tational methods. In this paper we focus on the short answer question type and the automatic grading
method. We refer to this field as automatic short answer grading, or ASAG.

The difference between say multiple choice and short answer questions is easy to comprehend,
but the difference between other question types such as short answers and essays can become blurred.
Therefore we say that a short answer question is one that can be considered as meeting at least five
specific criteria. First, the question must require a response that recalls external knowledge instead of
requiring the answer to be recognized from within the question. Second, the question must require a
response given in natural language. Third, the answer length should be roughly between one phrase and
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one paragraph. Fourth, the assessment of the responses should focus on the content instead of writing
style. Fifth, the level of openness in open-ended versus close-ended responses should be restricted with
an objective question design.

Concerning grading methods, some questions are more difficult to grade manually than others.
Indeed much variation is present when technology is applied for automatic grading. A multiple-choice
question can be considered easy to grade with computational methods since there is only a single correct
response to each question. In contrast, grading natural language responses to short answer questions can
be considered much more difficult, as an understanding of the natural language is required.

Research in grading natural language responses with computational methods has a history dating
back to the early work of Page (1966). Since then, automatic grading of natural language responses has
become a large field. In addition, the techniques have branched depending on the question type, such
as short answers versus essays. This is why we choose to focus this article solely on automatic short
answer grading (ASAG).

There are numerous benefits to be obtained from automatic grading in general, automatic grading
of natural language responses, and indeed ASAG. These are themed around summative assessment (for
providing grades), formative assessment (for providing feedback), and effectiveness. Concerning sum-
mative assessment, the demands of large class sizes and assessment practices (Burrows and D’Souza,
2005) require efficient and cost-effective solutions. In addition, humans make mistakes when grading,
and consistency is needed when inter-rater agreement is imperfect that may result from fatigue, bias,
or ordering effects (Haley et al., 2007). Another benefit is that the idea of automatic grading in itself
may promote the formalization of assessment criteria when not performed otherwise (Williamson et al.,
2012). One must also consider the immediacy that automatic grading systems can provide, where test
takers would otherwise need to wait for the human marker to complete the grading (Hirschman et al.,
2000). Concerning formative assessment, automatic grading is of interest in broader applications such
as e-learning and intelligent tutoring systems. Finally concerning effectiveness, automatic grading is
becoming very competitive with human grading for both ASAG (Butcher and Jordan, 2010) and AEG
(automatic essay grading) (Shermis et al., 2008).

The technology of interest is still subject to open research issues. The ongoing question concerns
the quality of the scores (Williamson et al., 2012) and faith in the process. Indeed, some of the aforemen-
tioned advantages do not come without problems. For example, the work needed to create an automated
solution often requires much development time, the consistency benefit can be a liability for poorer parts
of a model when the poor parts make consistent errors, and care must be taken that patterns in system
behavior are not gamed during assessment with unnatural language (Williamson et al., 2012).

When considering ASAG, one must not only consider the algorithms and technology, but also the
data sets and evaluation techniques that are used to measure effectiveness. All of these components can
be considered a “pipeline” where each artifact or process feeds the next. The notion of a pipeline is
well supported by several fields of natural language processing research including relation extraction and
template filling (Wachsmuth et al., 2013) and efficient information extraction (Wachsmuth et al., 2011).

The general form of an ASAG system development pipeline is given in Figure 1. This pipeline has
11 components comprising 6 artifacts and 5 processes, which we now summarize. First, test or exam
settings (1) with appropriate materials must be identified. Then one or more data sets are created (2)
by gathering the questions, teacher answers, and student answers together. The data sets (3) are stored
on disk in a flat file, XML, or similar format. Natural language processing (NLP) techniques (4/5) are
applied to generate post-processed text and statistics comprising of normalized word forms, annotations,
numerical measurements, and similar. Some amount of the data or domain knowledge is used for model
building (6) based on a grading method using machine learning, concept mapping, corpus-based meth-
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Figure 1. An ASAG system development pipeline represented by 6 artifacts (rectangles) and 5 processes (ovals).

ods, or information extraction techniques. The remainder of the data is then automatically graded (8)
to produce a series of predictions (9) based on assigned labels or scores. These predictions are consid-
ered during model evaluation (10) where the outcome is the calculation of one or more measurements of
effectiveness (11).

In putting the discussion together, there is much to say about the definitions, history, and components
in ASAG. The field of ASAG is large and unique, but no review that is unified, comprehensive, and timely
is available. Therefore the goal of this survey article is to address this shortcoming along the dimensions
of definitions, history, and components. We do so with the corresponding three contributions:

• We review and define many common question types that can be automatically graded, paying par-
ticular attention to short answer questions. This contribution defines how short answer questions
fit into a bigger picture described by depth of learning, broad question categories, and specific
question types.

• We review 35 ASAG systems as a historical analysis. The organization comprises our 5 “eras”
of ASAG, comprising 4 methodology eras for concept mapping, information extraction, corpus-
based methods, and machine learning, plus a fifth era for initiative in evaluation. This contribution
demonstrates the longitudinal trends in ASAG.

• We provide a review of the components of all systems across 6 common dimensions. In refer-
ence to the numbering of Figure 1, these are data sets (3), natural language processing (4), model
building (6), grading models (7), model evaluation (10), and effectiveness (11). This contribution
illustrates the trends across all of these dimensions including the recent and meaningful effective-
ness comparisons that can be made.

More broadly, there should also be interest in this article for related communities that work with
semantic textual similarity and notions of paraphrasing. Examples are the work by Bär et al. (2011,
2012a, 2013), Burrows et al. (2013) and Potthast (2011) on text similarity and paraphrasing, and eval-
uation competition work by Bär et al. (2012b) on computing text similarity. This body of work com-
plemented a competitive submission (Zesch et al., 2013) in the SemEval ’13 Task 7 competition for
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ASAG (Dzikovska et al., 2013). Another example is that research in ASAG has also been cast as a
paraphrase recognition problem (Leacock and Chodorow, 2003). Therefore, the comparison of teacher
and student answers in ASAG could be supported by the semantic textual similarity and paraphrasing
communities. In addition to semantic textual similarity and paraphrasing, the field of intelligent tutor-
ing systems can also be considered as related as a more interactive form of ASAG systems. Example
intelligent tutoring systems are AutoTutor (Graesser et al., 2005), CIRCSIM-Tutor (Evens et al., 2001),
Geometry Explanation Tutor (Aleven et al., 2004), and Why2-Atlas (VanLehn et al., 2002).

The next three sections of this article address the contributions listed above for definitions (p. 4),
history (p. 7), and components (p. 18) respectively. Lessons learned are given in the final section (p. 33).

AN OVERVIEW OF AUTOMATIC ASSESSMENT

The literature on ASAG is vast, and there have been many publications in the last decade in particular.
We find it necessary to precisely define the type of question we are dealing with in order to proceed.
Therefore the purpose of this section is to show how short answer questions can be distinguished from
other types of questions in automated assessment.

The Educational Testing Service (ETS)1 is one of the largest players in the field of automatic as-
sessment. Their website contains a typology of their research in automated scoring and natural language
processing2 including writing content (i.e.: short answers), writing quality (i.e.: essays), mathematics,
and speech. Further typologies include those of Bejar (2011) and Zenisky and Sireci (2002), providing
much additional detail. In contrast, György and Vajda (2007) offer a hierarchy providing a grouping for
active and passive questions, and a sub-grouping of active questions that require answers as numbers or
text. In summarizing these existing bodies of work, Figure 2 provides the highlights under three “swim
lanes”: “depth of learning”, “question category”, and “question type”. The figure is not intended to be
exhaustive, but the goal is to simply show sufficient and common examples to differentiate ASAG ques-
tions from others. We now review the three swim lanes emphasizing the parts relevant to ASAG, which
are highlighted in Figure 2.

Depth of Learning

The first level of organization concerns the depth of learning between “recognition” and “recall” ques-
tions, which is terminology supported by the literature (Gay, 1980; Jordan, 2009a). Alternatively, we may
say closed versus open questions (Gonzalez-Barbone and Llamas-Nistal, 2008). Yet another distinction
is passive versus active questions as mentioned above (György and Vajda, 2007). For recognition ques-
tions, the respondents usually only need to organize or identify some key information. In contrast, recall
questions have the benefit of requiring the respondents to come up with original answers expressed in
their own way. With respect to pedagogy, recall methods represent a higher level in Bloom’s taxonomy of
learning objectives (Krathwohl, 2002). In comparison, recognition questions can be considered as repre-
senting low-level factual knowledge (Martinez and Bennett, 1992). More practically, recall questions are
less susceptible to test taking strategies (Hirschman et al., 2000) and guessing (Conole and Warburton,
2005) compared with recognition questions.

For recognition questions, automatic grading is a solved problem, as the answer is always among a
set of options. This is emphasized with the “Recognition” part of Figure 2. Therefore, the momentum in

1http://www.ets.org
2http://www.ets.org/research/topics/as_nlp
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Figure 2. A hierarchical view of common question types where automatic grading methods can be applied.

automatic grading is for recall questions due to this reason and the others above. Short answer questions
fall within this category.

Question Category

The second level of organization has several broad groupings for specific question types, from which
we only consider the bottom half (recall) as relevant to this article. The first of these is the appropriate
label for “short answers”; that of “natural language”. This explains the absence of notation-based math
questions in our literature review: maths notation can be considered structured text, not natural language.
As an additional example of structured text, the specialized study of source code as structured text has
received attention in areas such as plagiarism detection (Burrows et al., 2007) and authorship attribu-
tion (Burrows et al., 2014). Finally, that leaves us with speech: some overlap can be considered with
natural language after transcription (Wang et al., 2013), however notions of pronunciation and enuncia-
tion are of interest too. We choose to omit types of graphical questions (Csink et al., 2003) from Figure 2,
as our interest in recall questions only extends to those that can be modeled in a text-based format.

Question Type

For the third level of organization, we list several specific question types. For the natural language
question types, we need to separate short answer questions from fill-the-gap and essay questions. The
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Table 1
Properties that distinguish types of natural language questions.

Question type
Property

Fill-the-gap Short answer Essay

Length One word to a few words. One phrase to one paragraph. Two paragraphs to several pages.
Focus Words. Content. Style.
Openness Fixed. Closed. Open.

difference between these types can be fuzzy, particularly for short answers versus essays when other ter-
minology is used such as “free-text answer” (Sargeant et al., 2004) and “constructed response” (Bennett,
2011). Our three key dimensions to distinguish natural language question types are length, focus, and
openness. Table 1 summarizes these dimensions, which we now discuss.

The first key dimension to separate the natural language question types is answer length. For both
short answers and essays, the answers must be sufficiently long such that a wide variety of unique answers
and wordings can be expressed. This is not true for fill-the-gap questions, since the solutions comprise no
more than a few words. For short answers, the range in length should be from about one phrase (several
words) up to one paragraph to be consistent with the existing literature. The examples we find state that
the length of short answers are “phrases to three to four sentences” (Siddiqi et al., 2010) or “a few words
to approximately 100 words” (Sukkarieh and Stoyanchev, 2009). This leaves essays as defined as two or
more paragraphs up to several pages.

The second key dimension is the focus of the grading technique. Here, ASAG systems tend to focus
more on content, whilst automatic essay grading (AEG) systems (Shermis and Burstein, 2003, 2013)
tend to focus more on style (Gütl, 2007; Pérez-Marín, 2004). This observation is supported by two ETS
systems as examples of ASAG and AEG systems called c-rater (Leacock and Chodorow, 2003) and e-
rater (Attali and Burstein, 2006) respectively. Specifically, Attali et al. (2008, pp. 1–2) state that the goal
of c-rater is to “map student responses onto the experts’ models in order to determine their correctness or
adequacy” whilst the e-rater system is “based on a generic model of writing that is applied to any prompt
that belongs to an assessment”. Put another way, Jordan and Mitchell (2009, p. 372) state that AEG
systems “focus on metrics that broadly correlate with writing style, augmented with aggregate measures
of vocabulary usage” whilst ASAG systems are “concerned with marking for content above all else”. Yet
another comparison is content versus expression and fluency (Williamson et al., 2012). An exception can
be made for systems that claim to do both essay and short answer grading (Pearson Education, 2010).
For fill-the-gap questions, we simply say that the focus is on specific words.

The third key dimension concerns the openness of the question. Specifically, ASAG systems require
answers to objective or close-ended questions. In contrast, AEG systems require answers to subjective or
open-ended questions (Leacock and Chodorow, 2003; Siddiqi and Harrison, 2008b; Wood et al., 2006).
Put another way, the difference is facts and statements versus examples and opinions (Leacock and
Chodorow, 2003). For fill-the-gap questions, we say that the responses are fixed since there is essentially
no novelty to be expressed.

Exception: Reading Comprehension

Questions on reading comprehension do not fully comply with our pathway in Figure 2. Reading com-
prehension fits our definition of “natural language” and “short answer” for the second and third swim
lanes, but not “recall” for “depth of learning”. In reading comprehension, the student is given sample text
from which to formulate an answer to a question. For example, a student might be asked why a character
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from a story given in a short passage performed a certain action. In this case, the student must recognize
the answer from the passage given, and does not need to recall existing knowledge.

Despite the definition mismatch, we have included a few key papers with reading comprehension
due to their relevance to ASAG. Specifically, four systems (CAM, CoMiC-DE, CoMiC-EN, CoSeC-DE,
introduced in the next section) are linked through the common authorship of Detmar Meurers and stem
from his group’s work that aims to link otherwise quite separate strands of ASAG research together (Ziai
et al., 2012). Another inclusion is the paper by Horbach et al. (2013) that is specifically advertised as
“short answer scoring”. The final paper by Madnani et al. (2013) has components common to ASAG
research including many features, a well-defined scoring scale, and a familiar evaluation style.

HISTORICAL ANALYSIS

To the best of our knowledge, two relevant survey papers are available, namely the work by Valenti et al.
(2003) and Pérez-Marín et al. (2009). However, these have ASAG and AEG systems mixed together.
Aside from this, Ziai et al. (2012) devote over 4 pages of their workshop paper to reviewing 12 ASAG
systems, but this review is not complete as we demonstrate. In comparison, our historical review is
intended to be comprehensive and comprises 35 identified ASAG systems and 2 competitions.

We observe the existing ASAG systems as falling into broad themes and time periods, from which
we model the organization of our literature review. Here, we state that each category is an “era” in the
field of ASAG, to emphasize the historical organization. Therefore we define an “era” as a thematically
consistent set of activities with a particular time period. The era time periods may overlap with others, but
we otherwise keep the activities as disjoint as possible. The ASAG systems themselves may sometimes
overlap with multiple eras, in which case we refer to the dominant era.

For each era, we first define and explain the key ideas as an introduction. The five eras are concept
mapping, information extraction, corpus-based methods, machine learning, and evaluation, as listed in
Figure 3. Based on this list, we point out that the first four eras are method-based, but the fifth is
evaluation-based. Given that there is a current and big movement towards reproducibility, standardized
corpora, and permanent evaluation, an “era of evaluation” is important to emphasize this movement.

Following the introductions for each era, each corresponding system is then given its own section.
The naming convention for the systems considers both named and unnamed systems from the literature.
For the named systems, we state the name given in the publication (such as “c-rater”). For the unnamed
systems, we give the name of the first author and starting year (such as “Mohler ’09”).

Each section heading for the reviewed systems is also immediately followed by an ID number in
parentheses. The ID number refers to the numbering scheme in Table 2 and allows for simple cross-
referencing within this article between the system descriptions in the historical analysis and numerous
tables in the component analysis.

Finally, when reviewing each system, we reference the main publication at the start, and reference
some secondary publications in the text as necessary. The full set of main and secondary references is
also given in Table 2. The review for each system then generally proceeds with a description of the key
ideas and methods.

It is clear that our historical analysis as described above creates a lengthy historical review. An
alternative structure would be to review each era as a whole. However, we find that our organization is
very helpful for the component analysis that follows. Here, the historical analysis presents the systems
with a temporal continuity that shows how the field has developed over time. This then allows the
component analysis to provide a view that cuts across time and reveal the underlying structure of the
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Figure 3. Historical organization for the literature review. The five eras are (top-down) Concept mapping, In-
formation extraction, Corpus-based methods, Machine learning, and Evaluation. Each system is recorded against
the year published ignoring month-offsets. The systems developed for the evaluation competitions are grouped
together and represented by the competition name.

various systems. Therefore the following sections aim to develop an understanding of the systems for
the component analysis that follows.

All eras and systems reviewed are organized by Figure 3. We now begin the historical analysis
according to this organization.

Era of Concept Mapping

The idea of concept mapping is to consider the student answers as made up of several concepts, and to
detect the presence or absence of each concept when grading. Suitable questions must therefore facilitate
this idea, such as a question that asks for a solution to a problem plus a justification, or a question that
asks for multiple explanations to the same problem. To cite an example from the literature, Burstein et al.
(1996) have a question where students are expected to provide multiple reasons for decreases in deaths
in the police force over time. Three sample concepts by Burstein et al. (1996) are: (1) “Better economic
circumstances mean less crime”, (2) “Advanced medical technology has made it possible to save more
lives”, and (3) “Crooks now have a decreased ability to purchase guns”.

Note that the concept mapping is expressed at the sentence level. It is possible to delve into a finer
level of detail concerning individual fragments (typically word pairs and triples), but this problem is
typically known as facet mapping instead. For example, Nielsen et al. (2008a) conduct “facet-based
classification” and have a question where students are asked about the sounds produced by string instru-
ments, and the reference answer is: “A long string produces a low pitch”. Again referring to Nielsen
et al. (2008a), this sentence-level answer can be broken down into four facets: (1) string/long: “There is
a long string”, (2) produces/string: “The string is producing something”, (3) produces/pitch: “A pitch is
being produced”, and (4) pitch/low: “The pitch is low”. Based on this process, essentially any concept
can be broken down into facets.

Consider also that there is some relation of concept mapping (and facet mapping) to textual entail-
ment (and partial textual entailment) (Levy et al., 2013). In textual entailment research, the nomenclature
does not describe answers as correct or incorrect, preferring to state that concepts (or facets) have been
either expressed or unaddressed (Dzikovska et al., 2013). This link is demonstrated in the c-rater liter-
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Table 2
List of main and secondary references for all 35 systems and the 2 competitions.

ID System Reference Page Secondary References

1 Atenea Alfonseca and Pérez (2004) 12 Alfonseca et al. (2005); Pérez and Alfonseca (2005); Pérez
et al. (2004a,b, 2005a,b,c); Pérez-Marín (2004).

2 ATM Callear et al. (2001) 9
3 Auto-Assessor Cutrone et al. (2011) 11 Formerly “Automarking” (Cutrone and Chang, 2010).
4 auto-marking Sukkarieh et al. (2003) 11 Pulman and Sukkarieh (2005); Sukkarieh et al. (2004);

Sukkarieh and Pulman (2005).
5 AutoMark Mitchell et al. (2002) 11 Mitchell et al. (2003a,b).
6 Burstein ’96 Burstein et al. (1996) 9
7 c-rater Leacock and Chodorow (2003) 10 Attali et al. (2008); Sukkarieh (2010); Sukkarieh and

Blackmore (2009); Sukkarieh and Bolge (2008, 2010);
Sukkarieh and Kamal (2009); Sukkarieh and Stoyanchev
(2009).

8 CAM Bailey and Meurers (2008) 13 Bailey (2008).
9 CoMiC-DE Meurers et al. (2011a) 14 Meurers et al. (2010); Ott et al. (2012).

10 CoMiC-EN Meurers et al. (2011b) 14 Ziai et al. (2012).
11 Conort ’12 Conort (2012) 16
12 CoSeC-DE Hahn and Meurers (2012) 12
13 Dzikovska ’12 Dzikovska et al. (2012) 17
14 e-Examiner Gütl (2007) 13 Gütl (2008). Latterly “Electronic Assessor” (Moser, 2009).
15 eMax Sima et al. (2009) 11 György and Vajda (2007); Sima et al. (2007). Formerly

“EVITA” (Csink et al., 2003).
16 ETS Heilman and Madnani (2013) 17
17 FreeText Author Jordan and Mitchell (2009) 11 Intelligent Assessment Technologies (2009); Jordan (2007,

2008, 2009a,b); Jordan et al. (2007); Swithenby and Jordan
(2008); Willis (2010).

18 Horbach ’13 Horbach et al. (2013) 14
19 Hou ’11 Hou and Tsao (2011) 14 Hou et al. (2010, 2011, 2012).
20 IndusMarker Siddiqi and Harrison (2008b) 12 Siddiqi and Harrison (2008a).
21 Klein ’11 Klein et al. (2011) 13
22 Levy ’13 Levy et al. (2013) 17
23 Madnani ’13 Madnani et al. (2013) 15
24 Mohler ’09 Mohler and Mihalcea (2009) 13 Mohler et al. (2011).
25 Nielsen ’08 Nielsen et al. (2008b) 14 Nielsen et al. (2009).
26 PMatch Jordan (2012a) 12 Jordan (2012b).
27 SAMText Bukai et al. (2006) 13
28 SoftCardinality Jimenez et al. (2013) 17
29 Tandella ’12 Tandalla (2012) 15
30 Thomas ’03 Thomas (2003) 11
31 UKP-BIU Zesch et al. (2013) 17
32 Wang ’08 Wang et al. (2008) 10
33 WebLAS Bachman et al. (2002) 11
34 Willow Pérez-Marín and Pascual-Nieto (2011) 12 Pascual-Nieto et al. (2008, 2011); Pérez-Marín (2007);

Pérez-Marín et al. (2006a,b,c,d, 2007).
35 Zbontar ’12 Zbontar (2012) 16

36 ASAP ’12 SAS Hewlett Foundation (2012) 15
37 SemEval ’13 Task 7 Dzikovska et al. (2013) 16

ature, where Leacock and Chodorow (2003) specify that “the scoring engine must be able to recognize
when a concept is expressed [emphasis added] and when it is not”. The link is further demonstrated
by Levy et al. (2013) whom translate their entailment expertise to ASAG grading.

Burstein ’96 (6) Burstein et al. (1996) consider hypothesis-style questions where multiple explanations
must be given for a given hypothesis, each of which may or may not match one of the teacher answers.
Each answer can be considered a separate concept. The applied technique is the Lexical Conceptual
Structure representation (Dorr et al., 1995) whereby a concept-based lexicon and a concept grammar
must be developed from a training set before grading the hypotheses in the student answers.
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ATM (2) ATM (Automatic Text Marker) (Callear et al., 2001) breaks down teacher and student answers
into lists of minimal concepts comprising no more than a few words each, and counts the number of
concepts in common to provide an assessment score. Each concept is essentially the smallest possible
unit in an answer that can be assigned a weight for the purposes of grading. The weights are summed to
produce the overall score.

c-rater (7) The Concept Rater (c-rater) (Leacock and Chodorow, 2003) aims at matching as many
sentence-level concepts as possible between teacher and student answers. The matching is based on a set
of rules and a canonical representation of the texts using syntactic variation, anaphora, morphological
variation, synonyms, and spelling correction. Specifically, the teacher answers are entered as a separate
sentence for each concept. This simplifies the assessment since only one concept is considered at a time
when grading. This technique avoids the need for an indirect solution, such as dividing the question
into multiple parts (Jordan, 2009b) and it is argued that this can lead to higher accuracy (Sukkarieh and
Blackmore, 2009). Furthermore, the natural language input format is advantageous compared with other
systems that require expertise and use of a markup language (Sukkarieh and Stoyanchev, 2009).

An important development that follows is the use of automated concept-based scoring for model
building, to replace manual holistic scoring, that is described as taking 12 hours of human time per
question (Sukkarieh and Stoyanchev, 2009). The manual holistic scoring required a user to manually
express equivalent sentences and the lexicon as the basis of a model. The automated method instead only
requires manual concept-based scoring, but then the lexicon is automatically generated. The automatic
generation of the lexicon is performed by creating a stratified sampling of the sentences, and selecting
the lexicon based on one of several selection strategies that are compared empirically. Results indicate
that the unweighted kappa values for the automatically built models are “comparable” to the manually
built models for 11/12 scenarios. The remaining scenario had seven concepts, which was the highest
number of concepts among all scenarios, so these results suggest that further experimentation may be
warranted for questions with many concepts.

Later, the c-rater work regards the grading problem as textual entailment (Sukkarieh and Bolge,
2008). Here, the “GoldMap” concept mapping algorithm (Sukkarieh and Stoyanchev, 2009) uses calcu-
lations of maximum entropy (Sukkarieh, 2010) between teacher and student answers for grading.

Wang ’08 (32) Wang et al. (2008) compare three methods for grading earth science questions in sec-
ondary education, which are based on concept mapping, machine learning, or both. The first concept
mapping method is cosine on tf.idf (term frequency multiplied by inverse document frequency) vectors
of bag-of-words features. The second concept mapping method is a support vector machine (SVM) with
bag-of-words features. Note that the second concept mapping method is remarkable as it is implemented
with machine learning, and can be considered a blend of concept mapping and machine learning. The
third and final method is a pure machine learning method employing SVM regression with unigrams,
bigrams, and part-of-speech bigrams. Unlike the first two methods, the pure machine learning method
grades holistically, and all concepts are considered together as a single answer.

Era of Information Extraction

In the context of this article, information extraction (Cowie and Wilks, 2000) is concerned with fact
finding in student answers. Given that short answers are usually expected to include specific ideas, these
can be searched for and modeled by templates. Simply, information extraction methods in this article
can be considered as a series of pattern matching operations such as regular expressions or parse trees.
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More generally, information extraction techniques can extract structured data from unstructured sources,
such as free text, and represent the structured data as tuples for use in numerous applications.

AutoMark (5) AutoMark (Mitchell et al., 2002) performs pattern matching as a form of information
extraction on parse tree representations of teacher and student answers for grading. Two approaches
are described, namely the “blind” and “moderated” approaches. The blind approach represents the best
definition of ASAG in that it is fully automated. In contrast, the moderated approach includes a human-
driven step that allows the model to be revised after grading has been performed. Therefore, the overall
approach allows for optional improvement when human resources are available.

WebLAS (33) WebLAS (Web-based Language Assessment System) (Bachman et al., 2002) identi-
fies important segments of the teacher answers through parsed representations, and asks the teacher to
confirm each and assign weights. The teacher is also prompted to accept or reject semantically similar al-
ternatives. Regular expression matching is performed to detect the presence or absence of each segment
in the student answers. Partial grading is possible as each segment is accounted for separately.

auto-marking (4) Auto-marking (Sukkarieh et al., 2003) uses hand-crafted patterns that are fitted to a
training set for model building. Two patterns are formed for each question as each question is worth two
marks. Empirical evaluation shows that the approach is more effective than a k-nearest neighbor baseline
with bag-of-words features weighted by tf.idf. Sukkarieh et al. (2004) also explore the idea of forming
the patterns using bootstrapping. However the amount of data is not reported, which makes it difficult to
compare this approach to the hand-crafted approach.

Thomas ’03 (30) Thomas (2003) addresses ASAG as a boolean pattern matching problem with thesauri
support. That is, the required phrases are defined as boolean-AND expressions, and acceptable alterna-
tives are added as boolean-OR expressions. Awarding credit to correct solutions therefore requires a
perfect match.

eMax (15) eMax (Sima et al., 2009) requires the teacher to mark-up required semantic elements3 of
the teacher answers, accept or reject synonyms to these elements as prompted, and assign weights to each
element for calculating the final score (Sima et al., 2007). The approach to grading is a combinatoric
one, where all possible formulations are considered when pattern matching is performed. The assigned
scores are also given a confidence rating, so that difficult cases can be forwarded for manual review.

FreeText Author (17) FreeText Author (Jordan and Mitchell, 2009) (formerly AutoMark as above)
provides a graphical user interface for teacher answer input and student answer grading. The teacher
answers are composed as syntactic-semantic templates for the student answers to be matched against.
These templates are automatically generated from the natural language input of teacher answers, there-
fore no user expertise in natural language processing is required. Through the interface, the teacher can
specify mandatory keywords from the teacher answers and select from synonyms provided by thesauri
support. Both acceptable and unacceptable answers can be defined, and student answers are awarded
credit according to template matches.

Auto-Assessor (3) Auto-Assessor (Cutrone et al., 2011) focuses on grading canonicalized single-
sentence student answers based on bag-of-words coordinate matching and synonyms with WordNet (Ped-
ersen et al., 2004). Coordinate matching in ASAG simply refers to matching individual terms between
teacher and student answers. In Auto-Assessor, each word that matches exactly is given one point, related
words from WordNet are given partial credit, and the rest are given no credit.

3A “semantic element” (Sima et al., 2009) refers to a fragment of the answer and other meanings that can be extrapolated.
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IndusMarker (20) IndusMarker (Siddiqi and Harrison, 2008a) is used to perform word- and phrase-
level pattern matching to grade student answers. This is referred to as “structure matching”. The credit-
worthy phrases are defined using an XML markup language called the Question Answer Markup Lan-
guage. Using the “structure editor”, the text and number of points can be input for each phrase.

CoSeC-DE (12) CoSeC-DE (Comparing Semantics in Context) (Hahn and Meurers, 2012) uses the
Lexical Resource Semantics (LRS) method (Richter and Sailer, 2003) to create abstract representations
of texts. The idea is exemplified by comparing the following three sentences:

(1) “The hare beats the tortoise.” (2) “The tortoise beats the hare.” (3) “The tortoise was beaten by the hare.”

Here, (1) and (2) are equivalent according to a bag-of-words model, but (1) and (3) are equivalent
under a LRS model. Specifically, LRS representations of teacher and student answers are modeled as
graphs, and a threshold-based alignment is performed to detect equivalent meanings.

PMatch (26) PMatch (Jordan, 2012a) is considered a successor to FreeText Author (above) at the
Open University. This system is capable of grading very short answers of up to one sentence in length.
The system performs word-level pattern matching where all required words, word stems, and allowed
synonyms for correct answers are matched by regular expressions against the teacher answers.

Era of Corpus-Based Methods

Corpus-based methods exploit statistical properties of large document corpora. Although such methods
are often used for applications with longer texts (Bukai et al., 2006), these methods can also be useful
when interpreting synonyms in short answers, as using only the original teacher answer vocabulary will
limit the correct answers that can be identified. A typical technique to increase the vocabulary is to use
bilingual parallel corpora to analyze the frequency of term pairs being resolved to the same common
second-language translation. Then synonyms with particularly common translations can be incorporated
into the teacher answers.

Atenea (1) Atenea (Alfonseca and Pérez, 2004) initially uses the BLEU (BiLingual Evaluation Under-
study) metric (Papineni et al., 2002) for scoring. This metric is based on n-gram overlap and normalized
sample length. Then the [0,1] interval value is scaled to the appropriate point range. Importantly, Al-
fonseca and Pérez (2004) argue that BLEU should be both precision and recall accommodating, as the
original BLEU only considers precision. The extension is referred to as ERB (Evaluating Responses with
Bleu) (Pérez-Marín, 2004). Atenea is shown to be more effective than coordinate matching and vector
space model baselines (Pérez et al., 2004a; Pérez-Marín, 2004).

Later, Latent Semantic Analysis (LSA) (Landauer et al., 1998) is added and a weighted combination
of BLEU and LSA scores is taken instead (Pérez et al., 2005a). LSA is a corpus-based approach akin to a
vector space model that accommodates for lexical variability. The approach to combine BLEU and LSA
offers a consistent improvement compared to the previous work (Pérez et al., 2005a,c). Since a weighted
combination of BLEU and LSA is taken instead of the individual features as part of a machine learning
solution, we consider Atenea as a corpus-based method.

Willow (34) Willow (Pérez-Marín and Pascual-Nieto, 2011) is the successor to Atenea (described
above). However, the research on ASAG is only incremental, as much of the new work takes on a
pedagogic flavor instead. For example, the current performance of the students is consulted to select the
difficulty of new questions (Pérez-Marín et al., 2006c), topic suggestions are given to the students for
continued study (Pascual-Nieto et al., 2011), and self-assessment functionality is introduced (Pascual-
Nieto et al., 2008).
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SAMText (27) SAMText (Short Answer Measurement of TEXT) (Bukai et al., 2006) applies a variant
of LSA based on an inverted index data structure, which is seeded by content from a web crawl using
topically-relevant documents. In contrast, LSA normally uses a matrix data structure based on large
corpora for modeling semantic relatedness. Bukai et al. (2006) argue that the inverted index and crawling
idea is more suitable for short answers compared with long answers because web crawls can be tailored
to each topic instead of trying to model all language at once.

Mohler ’09 (24) Mohler and Mihalcea (2009) develop several systems to investigate unsupervised
grading methods by individually comparing eight knowledge-based and two corpus-based semantic simi-
larity measures. The knowledge-based measures are Hirst and St-Onge (1998), Jiang and Conrath (1997),
Leacock and Chodorow (1998), Lesk (1986), Lin (1998), Resnik (1995), shortest path (Mohler and Mi-
halcea, 2009), and Wu and Palmer (1994). The two corpus-based measures are Explicit Semantic Analy-
sis (ESA) (Gabrilovich and Markovitch, 2006) and LSA. Apart from comparing these measures, Mohler
and Mihalcea (2009) also consider incorporating the best student answers with the teacher answer to
expand the teacher answer vocabulary, which they find to be effective.

Klein ’11 (21) Klein et al. (2011) implement an LSA system where the key idea is to use the student
answers as the LSA model instead of general texts from another source. Some of the texts are then
marked manually and this forms the model for automatically grading the remainder. The key problems
are to select specific texts to mark manually and determine the overall quantity. Concerning the quan-
tity, the process is repeated until a specific correlation threshold is achieved. Concerning the selection,
three approaches are considered: random selection, clustering, or selecting the least similar text to those
marked already. This third approach is shown to be the most effective.

The benefit of the Klein ’11 approach is that the set of submissions to be marked manually is chosen
automatically and is minimized. The disadvantage of the approach is apparent in the evaluation, whereby
the desired effectiveness level is only achieved after manually marking the majority of the students’
answers. This amounts to 83% when all presented scenarios are summed. Another problem is that the
method is parameter-dependent, in that the semantic space dimensionality and the similarity threshold
parameter must be determined.

Era of Machine Learning

Machine learning systems typically utilize some number of measurements extracted from natural lan-
guage processing techniques and similar, which are then combined into a single grade or score us-
ing a classification or regression model. This can be supported by a machine learning toolkit such as
Weka (Hall et al., 2009). Features involving bag-of-words and n-grams are typical of this category, as
are decision trees and support vector machines as representative learning algorithms.

e-Examiner (14) e-Examiner (Gütl, 2007) uses ROUGE metrics (Lin, 2004) as machine learning fea-
tures. These are combined as a linear regression. Much of the remainder of this work is focused on
system architecture, where the flexible design allows the service to be used in a stand-alone fashion, or
as a component in an existing system such as an e-learning platform.

CAM (8) CAM (Content Assessment Module) (Bailey and Meurers, 2008) uses a k-nearest neighbor
classifier and features that measure the percentage overlap of content on various linguistic levels between
the teacher and student answers. The types of overlap include word unigrams and trigrams, noun-phrase
chunks, text similarity thresholds, parts of speech, lemmas, and synonyms. It is also interesting to note
the unusual terminology used to describe the two evaluation tasks. First, “semantic error detection”
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represents a 2-way test of correctness (i.e.: binary classification). Second, “semantic error diagnosis”
represents a 5-way test against an expanded set of class labels for the negative class (i.e.: 5-class classi-
fication). Therefore the experiments represent summative and formative grading schemes respectively.

Nielsen ’08 (25) Nielsen et al. (2008b) evaluate their machine learning system on the SciEntsBank
data that later became part of the SemEval ’13 Task 7 competition (Dzikovska et al., 2013). The classifi-
cation task is 5-way based on primary school science questions for grades 3–6, with labels “understood”,
“contradicted”, “self contradicted”, “different argument”, and “unaddressed” (these are later remapped
for SemEval ’13 Task 7). In the system, the choice of features includes both lexicalized features (parts
of speech, stem matches, and entailment probabilities) and syntactic features (dependency relation type
and edit distance). A C4.5 decision tree is used for classification.

CoMiC-EN (10) CoMiC-EN (Meurers et al., 2011b) and CoMiC-DE (next system) come from the
Comparing Meaning in Context project (CoMiC).4 CoMiC-EN is an iteration of CAM and the imple-
mentation is similar. The main goal of CoMiC-EN is not to necessarily be more effective than CAM,
but to switch to an architecture and toolset with sufficient flexibility for integration in intelligent tutoring
systems. The evaluation is also on the CAM data (Bailey and Meurers, 2008), now called CREE (Cor-
pus of Reading comprehension Exercises in English). The 2-way and 5-way evaluation performed with
CAM is also the same, now called “binary classification” and “detailed classification”.

CoMiC-DE (9) CoMiC-DE (Meurers et al., 2011a) is essentially the German-language counterpart
to CoMiC-EN. The preprocessing, feature selection, and classification steps are all the same, with nec-
essary changes in the toolsets for the German language (e.g.: using GermaNet (Hamp and Feldweg,
1997) instead of WordNet). The evaluation corpus is changed from CREE to CREG (Corpus of Reading
comprehension Exercises in German) (Meurers et al., 2010).

Hou ’11 (19) Hou and Tsao (2011) implement a system used for providing teachers with an indicator
of student progress, but there is obvious extension for use as a typical ASAG system. Four classes of
features are extracted comprising POS tags, term frequency, tf.idf, and entropy, which are combined with
an SVM classifier. We say that the experimental setup is suited to providing teachers with a progress
indicator because the 10-point marking scale has only been explored coarsely in the experiments. That
is, for the 2-way experiment the buckets 0-5 and 6-10 are predicted, and for the 3-way experiment the
upper bucket is split as 6-7 and 8-10. So regression may be a good option to extend the work for ASAG
in this setting.

Horbach ’13 (18) Horbach et al. (2013) include the reading texts from reading comprehension ques-
tions in their data sets as their key idea. For all other types of ASAG questions, the data comprises three
components: (1) the questions, (2) the teacher answers, and (3) the student answers. However, in reading
comprehension questions, another component is available: (4) the reading texts. Horbach et al. (2013)
describe this as helpful because the student answers may only refer to one part of the reading texts. So
normally, ASAG systems exploit the relationship between (2) and (3), however in this paper the pairs
(2)/(4) and (3)/(4) are also exploited.

Much of the remainder of the work is actually based on CoMiC-DE (above). That is, the CREG
data set is re-used, and the methodology is based on global alignment (with sentence alignment features
comprising simple agreement, entropy, and alignment error in number of sentences) and the k-nearest
neighbor classifier. The new work required additional annotation on the CREG data set to mark the
sentence alignments between (2) and (4) to assist with feature extraction. However, the alignments are

4http://purl.org/icall/comic
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also automated as an alternative approach, and these results indicate that the effectiveness is essentially
the same or marginally better than CoMiC-DE.

Madnani ’13 (23) Madnani et al. (2013) implement a system for grading reading comprehension ques-
tions about living standards. Each text has three paragraphs, and the student answers specifically require
one sentence giving an overall summary and three more sentences giving a summary of each paragraph.
The machine learning approach comprises eight features (BLEU, ROUGE, measurements concerning
different dimensions of text copying, number of sentences, and counts of commonly used discourse
connector words) as input to a logistic regression classifier.

Era of Evaluation

Unlike the preceding four eras that describe methods, the era of evaluation is method-independent. In
particular, this means the use of shared corpora, so that advancements in the field can be compared
meaningfully. This also refers to competitions and evaluation forums whereby research groups from all
around the world compete against one another on a particular problem for money or prestige.

ASAP ASAP (Automated Student Assessment Prize) is an automatic grading competition series orga-
nized by the commercial competition hosting company Kaggle.5 The Kaggle community is made up of
client companies and participating data scientists. The client companies pay a fee to host and get support
for their particular competition, and the data scientists participate freely and compete to create the most
desired solution and possibly win a monetary prize. In return, the client companies benefit from having
custom-created solutions created by world-leading data scientists. The three ASAP competitions com-
prise of AEG from January to April in 2012,6 ASAG from June to October also in 2012,7 and symbolic
mathematical and logic reasoning for charts and graphs in the future.8

ASAP ’12 SAS (36) For the ASAG offering of ASAP,9 the ten questions comprised of varied subject
matter at the high school level from arts to science. The participants were given 1,800 student answers
for training, which were randomly taken from a pool of 3,000. Each student answer is associated with
the score to predict and a confidence score. Then 6,000 student answers were used for the testing phase.
Quadratic weighted kappa is used to evaluate agreement between the predicted scores and the resolved
scores from 2 human judges. The top methodology papers are also available, however a few participants
chose to keep their code and methodology private. This resulted in a modified top-5 ranking that excludes
good submissions that ranked 1st, 5th, and 6th from the original leaderboard. We review the top three
performing systems from the modified ranking: Tandella ’12, Zbontar ’12, and Conort ’12.

ASAP ’12 SAS: Tandella ’12 (29) Tandalla (2012) uses a machine learning solution with regression.
Features comprised of a set of hand-crafted expressions that give binary measurements as to whether an
important pattern is present in the answer. This implies that the system is highly fitted to the questions.
An interesting idea is to include the assessments for both judges in the model even when there is dis-
agreement, which would create a model that naturally favors the cases where there is agreement, whilst
also taking the disagreement into account. The overall regression model comprised predictions of two
random forest and two gradient boosting models.

5http://www.kaggle.com
6http://www.kaggle.com/c/asap-aes
7http://www.kaggle.com/c/asap-sas
8http://www.kaggle.com/c/asap-sas/forums/t/4266/phase-3
9The organizers say “short answer scoring” (SAS) instead of ASAG.
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ASAP ’12 SAS: Zbontar ’12 (35) Zbontar (2012) uses a stacking method to combine several models
into a final ridge regression (Marquardt and Snee, 1975) model. Several bag-of-words representations
are formulated based on character n-grams that comprised just the character n-grams themselves, or
in combination with some of the natural language processing strategies or latent semantic indexing (Pa-
padimitriou et al., 1998). The base learners that formed the combined model are ridge regression, support
vector regression, gradient boosting, random forests, and k-nearest-neighbor. Zbontar (2012) observes
that the stacking method has been successful in other competitions, hence the decision to implement it
for the ASAP ’12 SAS competition.

ASAP ’12 SAS: Conort ’12 (11) Conort (2012) is another to use stacking. The stacking model uses 81
different models as features, and ordinary least squares (Hayashi, 2000) is used to create the final com-
bined model. Original features include n-grams plus counts and ratios such as characters, words, word
length, verb occurrences, transition words, spelling errors, and some types of punctuation. The machine
learning algorithms that are used to produce the final model were regularized generalized linear models,
support vector machines, random forests, and gradient boosting machines.

RTE RTE is a series of competitions on recognizing textual entailment. RTE began in 2005 with
a corpus of 1,367 pairs of texts where the task is to determine if the hypothesis text can be inferred
from a second given text (Dagan et al., 2006). Judgments are binary and the corpus is class-balanced.
Evaluation is based on accuracy and average precision of confidence-ranked submissions. Since then,
variations of the competition ran annually for the next six consecutive years (Bar-Haim et al., 2006;
Giampiccolo et al., 2007, 2008; Bentivogli et al., 2009, 2010, 2011). New data sets were introduced
as well as new sub-tasks or pilot-tasks such as differentiating unaddressed and contradicting entailment,
providing justifications, entailment search, detecting novel information, and knowledge-base population.

RTE took a break in 2012, but returned in 2013 as a shared RTE and ASAG task. This time the
RTE task is based on the notion of partial textual entailment, where not one but many hypotheses must
be inferred or otherwise from a text. This broad idea has similarity to concept mapping in ASAG as
mentioned above. This task only received one submission, and we do not review it as it is not an ASAG
system by definition. However, the SemEval ’13 Task 7 ASAG task is reviewed extensively as follows.

SemEval ’13 Task 7 (37) SemEval ’13 Task 7 is the Joint Student Response Analysis and Eighth Rec-
ognizing Textual Entailment Challenge (Dzikovska et al., 2013), which was a part of the semantic eval-
uation (SemEval 2013) workshop series. This competition was the first large-scale and non-commercial
ASAG competition. The corpora comprised data from a tutorial dialog system for high school physics
(Beetle) and primary school science questions from grades 3–6 (SciEntsBank). Approximately 8,000
student answers are included across all questions. A 5-way categorical grading scheme is defined with
labels “correct”, “partially correct incomplete”, “contradictory”, “irrelevant”, and “non domain”. In ad-
dition, 3-way and 2-way grading schemes are included based upon collapsed versions of the above. Yet
another dimension to the data is the degree of domain adaptation (Prettenhofer and Stein, 2011) required
in the solutions. That is, some of the test data is for unseen answers to the same questions, some is
for unseens questions in the same domain, and the rest is for questions in unseen domains. Therefore a
significant advancement for ASAG research is the notion of unseen domains that provides a framework
to pursue solutions that are genuinely generalizable.

We now turn to some of the specific systems, including Dzikovska ’12 (Dzikovska et al., 2012)
as the strongest baseline, three of the top entries, and Levy ’13 (Levy et al., 2013), which was created
outside of the competition. In determining three strongly performing systems to report as top entries,
we consider the most difficult and novel dimensions to the competition, since there is no notion of an
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overall winner. Specifically, we concentrate on the 5-way task as being the most difficult, the unseen
domains as being the most novel and generalizable part of the competition, and the macro-averaged F1

measure since accuracy and micro-averaged F1 do not have an in-built mechanism for accommodating
class imbalance. The best performing systems by this definition are SoftCardinality1, UKP-BIU1, and
ETS2 respectively.10

SemEval ’13 Task 7: Dzikovska ’12 (13) Dzikovska et al. (2012) provide simple baseline systems
for the competition. The most advanced baseline is a lexical similarity system based on four features
computed from the Text::Similarity package:11 count of overlapping words, F1, Lesk, and cosine scores.
These four features are combined with a C4.5 decision tree.

SemEval ’13 Task 7: SoftCardinality (28) SoftCardinality (Jimenez et al., 2013) is based on the idea
of soft cardinality as an extension to classical cardinality. Using this idea, the system utilizes measure-
ments of textual overlap based on the questions, teacher answers, and student answers. The measure
is effectively recursive, whereby the overlap of words based on character n-grams is the smallest unit,
which is then combined to the sentence level for words, then the passage level. Altogether 42 soft car-
dinality features are extracted from the text. Classification is made with a J48 graft tree, and the models
are improved by bagging (Breiman, 1996).

SemEval ’13 Task 7: UKP-BIU (31) UKP-BIU (Zesch et al., 2013) is based on combining multiple
textual similarity measures together using DKPro Similarity (Bär et al., 2013) and BIUTEE (Stern and
Dagan, 2011) as established technology for textual similarity and entailment respectively. Six families
of features are used comprising of bag-of-words features, syntactic features, basic similarity features,
semantic similarity features, spelling features, and entailment features. The most effective model utilizes
all six feature families with a naive Bayes classifier from Weka (Hall et al., 2009).

SemEval ’13 Task 7: ETS (16) ETS (Heilman and Madnani, 2013) employs stacking (also seen in
some top ASAP ’12 SAS systems) and domain adaptation as a technique to apply non-uniform weights
to the features in any model. Four classes of features are considered that include the lexical similarity
features from the competition baseline system (Dzikovska et al., 2012), an “intercept feature” used for
modeling class distribution, word and character n-gram features, and text similarity features. The final
model is created with a logistic regression classifier.

SemEval ’13 Task 7: Levy ’13 (22) Levy et al. (2013) implement several competing solutions to
partial and full textual entailment on the SemEval ’13 Task 7 data set. This is done immediately after and
outside of the competition, so this shows the recent impact of the competition for promoting comparable
solutions. Here, the partial textual entailment work operates on the level of facets. In the evaluation,
the work investigates if each facet is expressed or unaddressed in the student answers, and how the
knowledge can be combined for full textual entailment.

Five competing systems are implemented where partial textual entailment is analyzed in terms of a
bag-of-words model, lexical inference with semantically related words, syntactic inference with depen-
dency trees, disjunction of all three, and majority voting of all three. The majority voting implementation
is most effective. This model is then adapted to full textual entailment, where the answer is marked as
correct if all facets are expressed. It should be noted that the work assumes the existence of a manual
facet annotation process.

10Each team is allowed to submit three runs, so the subscripts here refer to the run numbers.
11http://search.cpan.org/dist/Text-Similarity
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COMPONENT ANALYSIS

Having completed our historical review of the literature, we now conduct a higher-level analysis accord-
ing to common components. That is, we consider dimensions across systems, instead of focusing on one
system at a time. Therefore we now review the six dimensions of data sets, natural language processing,
model building, grading models, model evaluation, and effectiveness respectively in the subsections that
follow. These map directly to the aforementioned artifacts and processes from Figure 1.

Before reviewing these dimensions, we must begin by highlighting some of the general organiza-
tion. First, we omit some systems that have no or insufficient empirical contributions when reviewing
the data sets, model building, model evaluation, and effectiveness. This comprises ATM, Auto-Assessor
and WebLAS as having no empirical contributions, and Thomas ’03 as using a maximum of 20 student
answers in experiments. Second, we also group the systems in the era of evaluation under their respec-
tive competition names when discussing the data sets, model building, and model evaluation, as these
dimensions are common at the competition level. Third, it is apparent that not all data is available for the
properties we wish to analyze, and missing data are marked as “??” in our tables. Noting missing data is
interesting to indicate trends of underreporting in the original work.

This section focuses on the details and trends of the components. We revisit the highlights when
concluding with “lessons learned” in the last section of this article.

Data Sets

For the data sets dimension, we focus on qualitative properties comprising the cohort, year level, lan-
guage, and topic as summarized in Table 3. Concerning the cohort first and only counting each system
name once, we find that university data sets dominate school data sets by about double. This can be ex-
plained by the fact that many authors of these publications are academics using data sets from their own
teaching experiences. We also have one cohort marked as “industry” for the SAMText system where the
authors created their data set by requesting participation from their colleagues.

Concerning the year level, the data varies greatly. One trend is that all non-reported year levels are
from the university cohort. Here we hypothesize that academics using data sets from their own teaching
experiences assume that the year level is self-evident through teaching listings on university websites and
similar. Given that this historical data is not so easy to acquire, we recommend that more background
about the university course is supplied in describing data sets. We also have identified some foreign-
language data sets for ESL (English as a Second Language) and GSL (German as a Second Language)
students. Here, the progress is measured using the notion of language units instead of year level or age.

Concerning the language, the reviewed body of work is represented by four languages: Chinese,
English, German, and Spanish, with English dominating. Chinese poses an additional challenge due to
the requirement of word segmentation.

Concerning the topic, the data varies greatly again. There are many topics from computer science
disciplines, since many developers of the systems are also academics from computer science and related
areas. Reading comprehension and sciences are also popular.

The other property that we examined is data availability, and from what we can see only the data sets
connected to the Mohler ’09 system, CoMiC project, and SemEval ’13 Task 7 competition are public.
We note that the work to develop these open data sets is fairly recent, therefore the era of evaluation in
ASAG has a lot of room to develop. Supporting software can help too in terms of a software framework
capable of providing data confidentiality so that private data sets can form part of the era of evaluation.
An example is the TIRA evaluation framework for experiments in information retrieval and related top-
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Table 3
List of data sets. The abbreviations OOP and RC are short-hand for object-oriented programming and reading comprehension.
The ID numbers with suffixes (‘a’, ‘b’, ‘c’, etc.) in Tables 3, 4, 5, 7, and 10 form part of our cross-referencing mechanism
between these tables for system versions beyond our historical analysis; refer to the cited papers for details of these systems.

ID System Reference Cohort Year level Lang. Topic

1 Atenea Alfonseca and Pérez (2004) University ?? EN, ES Operating systems
1a Atenea Pérez and Alfonseca (2005) University ?? ES Operating systems
1b Atenea Pérez et al. (2005a) University ?? EN, ES Operating systems, OOP
1c Atenea Pérez et al. (2005b) University ?? ES Operating systems
4 auto-marking Sukkarieh et al. (2003) School Age 15-16 EN Biology
4a auto-marking Sukkarieh et al. (2004) School Age 15-16 EN Biology
4b auto-marking Pulman and Sukkarieh (2005) School Age 15-16 EN Biology
5 AutoMark Mitchell et al. (2002) School Age 11 EN Science
6 Burstein ’96 Burstein et al. (1996) University Postgraduate EN Police training
7 c-rater Leacock and Chodorow (2003) School Grade 4, 8, 11 EN Maths, RC
7a c-rater Attali et al. (2008) University Postgraduate EN Biology, psychology
7b c-rater Sukkarieh and Bolge (2008) ?? ?? EN Biology, RC
7c c-rater Sukkarieh and Stoyanchev (2009) School Grade 7-8 EN Maths, RC
7d c-rater Sukkarieh (2010) School Grade 7-8 EN Maths, RC
8 CAM Bailey and Meurers (2008) University ESL intermediate EN RC
9 CoMiC-DE Meurers et al. (2011a) University GSL all levels DE RC

10 CoMiC-EN Meurers et al. (2011b) University ESL intermediate EN RC
12 CoSeC-DE Hahn and Meurers (2012) University GSL all levels DE RC
14 e-Examiner Gütl (2007) University ?? EN Computer science
15 eMax Sima et al. (2009) University ?? EN Computer architecture
17 FreeText Author Jordan and Mitchell (2009) University ?? EN Science
18 Horbach ’13 Horbach et al. (2013) University GSL all levels DE RC
19 Hou ’11 Hou and Tsao (2011) University ?? EN Automata, formal languages
20 IndusMarker Siddiqi and Harrison (2008a) University Undergraduate EN Biology
20a IndusMarker Siddiqi et al. (2010) University Undergraduate EN OOP
21 Klein ’11 Klein et al. (2011) University ?? ?? Algorithms
23 Madnani ’13 Madnani et al. (2013) School Grade 6-9 EN RC
24 Mohler ’09 Mohler and Mihalcea (2009) University Undergraduate EN Data structures
25 Nielsen ’08 Nielsen et al. (2008b) School Grade 3-6 EN Science
26 PMatch Jordan (2012a) University ?? EN Science
27 SAMText Bukai et al. (2006) Industry Employees EN Botany
32 Wang ’08 Wang et al. (2008) School High school CN Earth science
34 Willow Pérez-Marín and Pascual-Nieto (2011) University ?? EN, ES Operating systems, OOP

36 ASAP ’12 SAS Hewlett Foundation (2012) School High school EN Interdisciplinary
37 SemEval ’13 Task 7 Dzikovska et al. (2013) School High school EN Electronics
37 SemEval ’13 Task 7 Dzikovska et al. (2013) School Grade 3-6 EN Science

ics (Gollub et al., 2012a,b,c), which has allowed the organizers of the PAN competition series (Potthast,
2011) to maintain control over data assets, whilst still providing a stimulating competition.

Natural Language Processing

Natural Language Processing (NLP) techniques are required to analyze the language in student answers.
The techniques are either linguistic processing techniques that perform textual manipulation, or statis-
tical techniques based on the features extracted from them. In this section we review both categories,
beginning with linguistic processing techniques.

From reviewing all systems, we find 17 different linguistic processing techniques as shown in Fig-
ure 4. We stress that the data is only indicative of the linguistic processing techniques, since we find
that 8 of 35 sets of literature did not document the linguistic processing techniques at all. In some cases,
we assume that the authors deliberately chose to focus on other dimensions of the work. In some other
cases, we presume that the authors consider some linguistic processing techniques as obvious or trivial,
and hence not worth documenting. The best example of this is perhaps tokenization, where the texts are
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Figure 4. Frequency of linguistic processing techniques from the literature.

segmented into words. Other examples may be case folding and punctuation removal. We expect linguis-
tic processing techniques like these to be more common in practice than shown in Figure 4. Nevertheless,
we noted 3.3 linguistic processing techniques per system on average.

We also note that the common terminology from the field of NLP is adopted in Figure 4, and there
are some small differences to the ASAG literature. Here, we presume some basic understanding of NLP
to make these transitions. One uncommon case is “syntactic templates”, whereby we refer to syntactic
templates (Szpektor and Dagan, 2007) up to the sentence level being used to canonicalize expressions
with equivalent meaning, such as the hare-tortoise example from earlier. Another uncommon case is
“word splitting” for segmenting Chinese data (Wang et al., 2008).

In summary, many types of linguistic processing techniques may be needed depending on the era
or other dimension of the problem. In order to organize this work, we categorize the 17 linguistic
processing techniques we found as falling into one of five broad categories: lexical, morphological,
semantic, syntactic, and surface. We represent this organization as the hierarchy in Figure 5.

Unlike linguistic processing techniques, statistical techniques result in singular measurements or
“features” that typically only apply to machine learning systems. The 15 systems we consider are those
from the era of machine learning and all machine learning systems from the era of evaluation.

Two bodies of work were particularly interesting in the choice of features. First, the CAM,
CoMiC-EN, CoMiC-DE, and Horbach ’13 systems all use the same or very similar features. The specific
features are for alignment “at different levels and using different types of linguistic abstraction” (Meurers
et al., 2011b) when comparing teacher and student answers. Here, the continuity allowed the researchers
to focus on other avenues such as multiple languages, architecture, and creating standards for data sets. A
second interesting example is the UKP-BIU system from SemEval ’13 Task 7 that used a very large fea-
ture space. Here, the textual similarity and entailment technology is significant due to public availability
and reuse potential.

Many of the features can be also categorized by the five broad headings from Figure 5. The features
that we found are as follows. Lexical: Bag-of-words, spelling errors, and stop word overlap. Morpholog-
ical: Stem matches. Semantic: Lesk and LSA. Syntactic: Dependency parse tree features, POS tags, and
verb occurrences. Surface: Character count, word count, sentence count, punctuation, and word length.
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Considering other trends, we also found the use of n-grams common whether they are on the char-
acter level, word level, or another representation created by a linguistic processing technique. Other
mini-themes for features were information retrieval (term frequency, cosine, F1), machine translation
(ROUGE), textual similarity (edit distance), overlaps (greedy string tiling (Wise, 1993), longest com-
mon subsequence, overlap at start of sentences), entailment, entropy, and presence of specific phrases.

Model Building

We now turn to the quantitative dimensions of the data sets and how this data is organized for model
building. Here, a model is defined as any representation of the student answers that allows a mapping
between the student answers and the correct score with reasonable accuracy. A quantitative summary
of the original data and the organization for model building is given in Table 4. Here, we first list
the number of questions (Q), number of teacher answers (TA), and number of student answers (SA).
Then we describe how this data is divided between the tasks of model building (M.Dat) and model
evaluation (E.Dat) since these mappings vary greatly.

We first note that we have multiple rows for some references in Table 4. In these cases, the data
covers multiple topics often with a different amount of data for each topic. In addition, there are often
different splits of the data for model building and evaluation, hence we list these separately too. This
trend is particularly true in the c-rater work.

From the Table 4 data, we first see that the number of teacher answers is frequently not reported.
The teacher answers usually exist, but we assume only one teacher answer per question in many cases,
and hence some authors may have neglected to mention this specifically. Alternatively, the authors may
acknowledge the teacher answers in a way that cannot be quantified such as “the teacher answers”. In
addition, we found it cumbersome to describe the teacher answers for concept mapping systems, since it
would be necessary to report additional data including the number of concepts and the number of teacher
answers per concept. Here, we just say “concepts” and invite the interested reader to follow the refer-
ences for the details. Another special case is the ASAP ’12 SAS competition, where the teacher answers
did not form part of the competition, hence we say zero teacher answers here. The SemEval ’13 Task 7
competition is also an unusual case, as there is exactly one teacher answer per question for the SciEnts-
Bank part, but one or more teacher answers per question for the Beetle part.

Now considering how the data is divided for model building and evaluation, we see a great deal
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Table 4
Data set sizes and model building organization. The columns are number of questions (Q), number of teacher answers (TA),
number of student answers (SA), the model data (M.Dat), and the evaluation data (E.Dat). Acronyms are used to describe
cross-validation experiment designs such as leave-one-out cross valiation (LOOCV) and five-fold cross validation (5FCV).

ID System Reference Q TA SA M.Dat E.Dat

1 Atenea Alfonseca and Pérez (2004) 7 34 885 TA SA
1a Atenea Pérez and Alfonseca (2005) 9 40 886 TA SA
1b Atenea Pérez et al. (2005a) 10 44 924 TA SA
1c Atenea Pérez et al. (2005b) 5 27 672 TA SA
4 auto-marking Sukkarieh et al. (2003) 3 ?? 798 0.76 SA 0.24 SA
4a auto-marking Sukkarieh et al. (2004) 2 ?? ?? ?? ??
4b auto-marking Pulman and Sukkarieh (2005) 9 ?? 2,340 0.77 SA 0.23 SA
5 AutoMark Mitchell et al. (2002) 2 ?? 340 TA + 0.29 SA 0.71 SA
6 Burstein ’96 Burstein et al. (1996) 1 Concepts 378 0.46 SA 0.54 SA
7 c-rater Leacock and Chodorow (2003) 5 Concepts 1,750 0.29 SA 0.71 SA
7 c-rater Leacock and Chodorow (2003) 7 Concepts 1,400 0.50 SA 0.50 SA
7a c-rater Attali et al. (2008) 11 Concepts 389 0.19 SA 0.81 SA
7a c-rater Attali et al. (2008) 11 Concepts 640 0.14 SA 0.86 SA
7b c-rater Sukkarieh and Bolge (2008) 1 Concepts 1,000 0.50 SA 0.50 SA
7b c-rater Sukkarieh and Bolge (2008) 1 Concepts 1,000 0.50 SA 0.50 SA
7c c-rater Sukkarieh and Stoyanchev (2009) 7 Concepts 990 0.41 SA 0.59 SA
7c c-rater Sukkarieh and Stoyanchev (2009) 5 Concepts 650 0.48 SA 0.52 SA
7d c-rater Sukkarieh (2010) 8 Concepts 594 ?? ??
7d c-rater Sukkarieh (2010) 10 Concepts 776 ?? ??
8 CAM Bailey and Meurers (2008) 75 ?? 566 0.55 SA 0.45 SA
9 CoMiC-DE Meurers et al. (2011a) 117 136 610 LOOCV SA LOOCV SA
9 CoMiC-DE Meurers et al. (2011a) 60 87 422 LOOCV SA LOOCV SA

10 CoMiC-EN Meurers et al. (2011b) 75 ?? 566 0.55 SA 0.45 SA
12 CoSeC-DE Hahn and Meurers (2012) 167 223 1,032 LOOCV SA LOOCV SA
14 e-Examiner Gütl (2007) 8 8 184 0.48 SA 0.52 SA
15 eMax Sima et al. (2009) 3 ?? 611 TA + 0.10 SA 0.90 SA
17 FreeText Author Jordan and Mitchell (2009) 7 ?? 1,067 TA SA
18 Horbach ’13 Horbach et al. (2013) 177 223 1,032 LOOCV SA LOOCV SA
19 Hou ’11 Hou and Tsao (2011) 9 9 342 5FCV SA 5FCV SA
20 IndusMarker Siddiqi and Harrison (2008a) 5 ?? 1,396 TA + 0.18 SA 0.82 SA
20a IndusMarker Siddiqi et al. (2010) 87 87 19,575 TA + 0.11 SA 0.89 SA
21 Klein ’11 Klein et al. (2011) 7 ?? 282 0.83 SA 0.17 SA
23 Madnani ’13 Madnani et al. (2013) 2 ?? 2,695 5FCV SA 5FCV SA
24 Mohler ’09 Mohler and Mihalcea (2009) 7 7 630 TA SA
24a Mohler ’09 Mohler et al. (2011) 80 ?? 2,273 12FCV SA 12FCV SA
25 Nielsen ’08 Nielsen et al. (2008b) 54 ?? 85,481 0.64 SA 0.36 SA
25 Nielsen ’08 Nielsen et al. (2008b) 22 ?? 61,666 0.89 SA 0.11 SA
25 Nielsen ’08 Nielsen et al. (2008b) 211 ?? 58,126 0.95 SA 0.05 SA
26 PMatch Jordan (2012a) 11 ?? 20,114 TA SA
27 SAMText Bukai et al. (2006) 2 2 129 TA SA
32 Wang ’08 Wang et al. (2008) 4 Concepts 2,698 TA SA
34 Willow Pérez-Marín and Pascual-Nieto (2011) 10 44 924 TA SA

36 ASAP ’12 SAS Hewlett Foundation (2012) 10 0 22,950 0.75 SA 0.25 SA
37 SemEval ’13 Task 7 Dzikovska et al. (2013) 47 47+ 5,119 TA + 0.77 SA 0.23 SA
37 SemEval ’13 Task 7 Dzikovska et al. (2013) 135 135 10,804 TA + 0.46 SA 0.54 SA

of variation. Taking a system such as Atenea/Willow, we see that the mapping from the teacher and
student answers to the model and evaluation data is direct. That is, TA = M.Dat, and SA = E.Dat.
In this example, the teacher and student answers are compared using BLEU and LSA to compute the
grades. In many other systems, the teacher answers are not used in the training model at all, but are
instead used to guide the hand-marking of some student answers that are used as a training model, as
in CoMiC-EN for example. This is also done in a cross-validation experiment design such as five-fold
cross validation (5FCV) in the Hou ’11 system and leave-one-out cross validation (LOOCV) in the
Horbach ’13 system. Finally, it is also possible to combine the teacher and student answers in model
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Table 5
Typical data set size. The number of questions (Q), number of student answers (SA), and number of student answers per
question (SA/Q) are listed. The median figures are indicative of the typical amount of data in ASAG publications. Fractional
numbers are rounded to the nearest integer.

ID System Reference Q SA SA/Q

1 Atenea Alfonseca and Pérez (2004) 7 885 126
1a Atenea Pérez and Alfonseca (2005) 9 886 98
1b Atenea Pérez et al. (2005a) 10 924 92
1c Atenea Pérez et al. (2005b) 5 672 134
4 auto-marking Sukkarieh et al. (2003) 3 266 89
4a auto-marking Sukkarieh et al. (2004) 2 ?? ??
4b auto-marking Pulman and Sukkarieh (2005) 9 260 29
5 AutoMark Mitchell et al. (2002) 2 340 170
6 Burstein ’96 Burstein et al. (1996) 1 378 378
7 c-rater Leacock and Chodorow (2003) 12 3,150 263
7a c-rater Attali et al. (2008) 22 1,029 47
7b c-rater Sukkarieh and Bolge (2008) 2 2,000 1,000
7c c-rater Sukkarieh and Stoyanchev (2009) 12 1,640 137
7d c-rater Sukkarieh (2010) 18 1,370 76
8 CAM Bailey and Meurers (2008) 75 566 8
9 CoMiC-DE Meurers et al. (2011a) 177 1,032 6

10 CoMiC-EN Meurers et al. (2011b) 75 566 8
12 CoSeC-DE Hahn and Meurers (2012) 167 1,032 6
14 e-Examiner Gütl (2007) 8 184 23
15 eMax Sima et al. (2009) 3 611 204
17 FreeText Author Jordan and Mitchell (2009) 7 1,067 152
18 Horbach ’13 Horbach et al. (2013) 177 1,032 6
19 Hou ’11 Hou and Tsao (2011) 9 342 38
20 IndusMarker Siddiqi and Harrison (2008a) 5 1,396 279
20a IndusMarker Siddiqi et al. (2010) 87 19,575 225
21 Klein ’11 Klein et al. (2011) 7 282 40
23 Madnani ’13 Madnani et al. (2013) 2 2,695 1,348
24 Mohler ’09 Mohler and Mihalcea (2009) 7 630 90
24a Mohler ’09 Mohler et al. (2011) 80 2,273 28
25 Nielsen ’08 Nielsen et al. (2008b) 287 95,339 332
26 PMatch Jordan (2012a) 11 20,114 1,829
27 SAMText Bukai et al. (2006) 2 129 65
32 Wang ’08 Wang et al. (2008) 4 2,698 675
34 Willow Pérez-Marín and Pascual-Nieto (2011) 10 924 92

36 ASAP ’12 SAS Hewlett Foundation (2012) 10 22,950 2,295
37 SemEval ’13 Task 7 Dzikovska et al. (2013) 182 15,923 87

Median 9 1,029 92
Standard deviation 70 16,721 526

building. For example, we see this in eMax whereby the original vocabulary of the teacher answers is
expanded by considering the vocabulary in a small subset of good student answers. It is also possible to
expand a training set in a machine learning experiment by considering the teacher answers as additional
instances with perfect scores, however we never witnessed this.

Related to Table 4, we realized that an extension would allow us to answer the following question:
What is the typical size of a data set in ASAG research? To answer this question, we created Table 5 as
a variation of Table 4. In this table, we collapse duplicate references and aggregate the affected data. We
also introduce a new column to represent the number of student answers per question (SA/Q). Taking
the median figure of each column to answer our question, we say that the typical ASAG paper has 9
questions, 1,029 student answers, and 92 student answers per question.
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Table 6
List of ASAG grading models sorted alphabetically under our 4-way era classification.

4-way era Grading model ID System Reference

Concept Concept pattern matching 2 ATM Callear et al. (2001)
mapping Lexical semantic matching 6 Burstein ’96 Burstein et al. (1996)
(CMap) Maximum entropy 7 c-rater Leacock and Chodorow (2003)

Partial textual entailment 22 Levy ’13 Levy et al. (2013)
SVM 32 Wang ’08 Wang et al. (2008)

Information Boolean phrase matching 30 Thomas ’03 Thomas (2003)
extraction LRS representation matching 12 CoSeC-DE Hahn and Meurers (2012)
(IE) Parse tree matching 5 AutoMark Mitchell et al. (2002)

Regular expression matching 26 PMatch Jordan (2012a)
Regular expression matching 33 WebLAS Bachman et al. (2002)
Semantic word matching 3 Auto-Assessor Cutrone et al. (2011)
Syntactic pattern matching 4 auto-marking Sukkarieh et al. (2003)
Syntactic pattern matching 15 eMax Sima et al. (2009)
Syntactic pattern matching 20 IndusMarker Siddiqi and Harrison (2008b)
Syntactic-semantic pattern matching 17 FreeText Author Jordan and Mitchell (2009)

Corpus-based BLEU + LSA 1 Atenea Alfonseca and Pérez (2004)
methods BLEU + LSA 34 Willow Pérez-Marín and Pascual-Nieto (2011)
(CBM) ESA + LSA + knowledge-based measures 24 Mohler ’09 Mohler and Mihalcea (2009)

LSA 21 Klein ’11 Klein et al. (2011)
LSA 27 SAMText Bukai et al. (2006)

Machine Decision tree 13 Dzikovska ’12 Dzikovska et al. (2012)
learning Decision tree 25 Nielsen ’08 Nielsen et al. (2008b)
(ML) Decision tree 28 SoftCardinality Jimenez et al. (2013)

k-nearest neighbor 8 CAM Bailey and Meurers (2008)
k-nearest neighbor 9 CoMiC-DE Meurers et al. (2011a)
k-nearest neighbor 10 CoMiC-EN Meurers et al. (2011b)
k-nearest neighbor 18 Horbach ’13 Horbach et al. (2013)
Linear regression 14 e-Examiner Gütl (2007)
Linear regression 29 Tandella ’12 Tandalla (2012)
Logistic regression 23 Madnani ’13 Madnani et al. (2013)
Naive Bayes 31 UKP-BIU Zesch et al. (2013)
Stacking 11 Conort ’12 Conort (2012)
Stacking 16 ETS Heilman and Madnani (2013)
Stacking 35 Zbontar ’12 Zbontar (2012)
SVM 19 Hou ’11 Hou and Tsao (2011)

Grading Models

The models used for grading depend vastly on the era. To organize and visualize this, we must collapse
the era of evaluation, which we used to denote community cooperation instead of technology. Most of
these systems were machine learning systems. This allows the new organization in Table 6.

This organization helps us highlight a higher organization, that of “rule-based” versus “statistical”
grading models. That is, there are similarities between the CMap/IE eras (rule-based) and the CBM/ML
eras (statistical). For the CMap/IE pair, we observe that the first four CMap rows in Table 6 are similar
to IE as they are based on pattern matching or entailment. The fifth is a special case in that the concepts
are given by the respondents separately, and therefore a method to extract the individual concepts from a
composite response is no longer necessary. For the CBM/ML pair, we observe that the scores calculated
by corpus-based methods have frequently been treated as individual features. As examples, Atenea and
Willow use a weighted average of BLEU and LSA that could both be ML features, the latter work of
the Mohler ’09 system has combined the knowledge- and corpus-based methods into a machine learning
system (Mohler et al., 2011), and the UKP-BIU system uses corpus-based features as part of the feature
set. Putting this together, a different view is possible as per Figure 6.



S. Burrows, I. Gurevych, and B. Stein / The Eras and Trends of Automatic Short Answer Grading 25

Rule-based
methods

Statistical
methods

Concept mapping
methods

Information extraction
methods

Corpus-based
methods

Machine learning
methods

Automatic short answer
grading methods

Figure 6. The four method-eras viewed as rule-based or statistical methods.

With this bigger picture, we now consider the trade-offs of these classes of methods. Our hypothe-
sis (visualized in Figure 7) is that rule-based methods are more suitable for repeated assessment (where
assessment instruments are reused) while statistical methods are more suitable for unseen questions and
domains. That is, we essentially have two key properties: “repetition” and “generalization”. Turning to
the literature to support our hypothesis, we say that rule-based methods are more suitable for repeated
assessment because it is acceptable to make additional investment in specific solutions when the benefits
can be realized multiple times. Here, commercial systems can flourish such as c-rater from ETS for re-
peated testing. In comparison, statistical methods have flourished at the SemEval ’13 Task 7 competition
that requires solutions to unseen questions and domains. This situation requires a flexible solution as
competition participants are only given a few months for development on the competition data sets. We
also say that this body of work represents non-repeated assessment as the first and only offering of the
ASAG competition at SemEval ’13 at the time of writing.

A related note is that in summative, large-scale assessments that have become popular over the
last 10 years (e.g.: PISA12 has been repeated triannually since 2000), we have a rather small number of
questions, large numbers of answers, and human ratings. Here, highly accurate models might be built by
handcrafting patterns, as is done in many rule-based techniques. In formative assessments, which play an
increasingly important role due to the personalization of learning and MOOCs (Massively Open Online
Courses), we have to deal with a great variety of questions and noisy answers and ratings, such as those
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Figure 7. A continuum highlighting trade-offs between rule-based and statistical methods.

12http://www.oecd.org/pisa
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by peers. Here, effective models might be better created by statistical techniques.
It is evident that for ASAG there is more work on statistical methods than rule-based methods in

the recent literature. This is supported by Figure 3 and the fact that most of systems from the era of
evaluation are statistical. It must now be questioned whether or not these methods are strong enough to
reach the goal in Figure 7. We suggest that this question could be answered with more cooperation with
commercial partners in the future and the repeated assessments that they command.

Model Evaluation

The model evaluation and effectiveness data are expressed together in Table 7. Here, following the
system names and references, we describe the type of grading scheme as based on categories (X-way) or
points (Y-point). For example, Hahn and Meurers (2012) use a categorical grading scheme in CoSeC-DE
with five categories (5-way), and Gütl (2007) uses a points-based grading scheme in e-Examiner with
questions worth 10 points (10-point). Next, the evaluation of human-system agreement (HSA) is given
with the name of the measure (HSA.M) and the score (HSA.S). This convention is repeated for the
evaluation of human-human agreement (HHA) again giving the name of the measure (HHA.M) and the
score (HHA.S). Table 7 focuses on the most effective methods in each paper, instead of listing additional
and inferior methods.

For the evaluation, the grading scheme is important because the types of evaluation metrics that
can be applied depend on it. Therefore, it is important to provide this data so the correctness of the
evaluation procedure can be verified. As shown in Table 7, this data is sometimes missing. When the
data is given, the number of categories or points is almost always capped at 5. One exception is e-
Examiner that uses a 10-point scale for 8 computer science questions. Here, the scoring scale is loosely
defined as zero (inappropriate) to ten (very good). Having ten points may create difficulty in achieving
high agreement between human judges, and may simply create unnecessary complexity for well-defined
grading schemes in ASAG. The other exception is the Wang ’08 system with questions worth up to 30
points, but this grading scheme is unique in that the concepts are processed in an additive way, and the
respondent is rewarded for listing as many concepts as possible.

On a more general level, in ASAG we have data from three of the four levels of measurement rep-
resented from the well-known taxonomy of Stevens (1946): nominal data, ordinal data, and ratio data,
but not interval data. Nominal data refers to discrete categories where an ordering effect cannot be ap-
plied. An example is part of the five-way SemEval ’13 Task 7 grading scheme (Dzikovska et al., 2013),
where one cannot define if a “contradictory” answer is better or worse than an “irrelevant” answer. Next,
ordinal data refers to discrete categories with an inherent ordering effect. An example is yet again the
SemEval ’13 Task 7 grading scheme (Dzikovska et al., 2013), where the two-way scheme comprises of
“correct” and “incorrect”, and it is clear that “correct” is better. Ratio data refers to continuous mea-
surements that have a zero-origin. An example is the e-Examiner system (Gütl, 2007), where fractional
scores were allowed for 10-point questions. Related to this, in ASAG a ratio scale is often tailored to
reduce the number of possible scores that can be awarded to a discrete set. An example is the discrete
scoring scheme for the Madnani ’13 system (Madnani et al., 2013), where scores are only allowed in the
precise set {0, 1, 2, 3, 4}. Finally, the non-represented interval data category from our literature review
is related to ratio data except that it does not have a zero origin. Real world examples are temperatures,
dates, and geographic coordinates, that have arbitrary origins.

We should also point out that the choice of evaluation metric can sometimes be used for two data
types at once. For example, a 2-way ordinal scale of “incorrect” and “correct” could be interpreted as
a {0, 1} ratio scale. Similarly, ratio data could be considered as discrete or continuous depending on the
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Table 7
Model evaluation data. The grading scheme is based on some number of categories (X-way) or points (Y-point). The human-
system agreement measure (HSA.M) and score (HSA.S) follow giving an indication of system effectiveness. Then the human-
human agreement measure (HHA.M) and score (HHA.S) follow indicating the natural rates of disagreement between humans.
Entries marked with an asterisk (*) are reconciled annotations where disagreements were removed.

ID System Reference Grading HSA.M HSA.S HHA.M HHA.S

1 Atenea Alfonseca and Pérez (2004) ?-point r 0.30-0.70 2-judge ??
1a Atenea Pérez and Alfonseca (2005) 0.5-1.5-point r 0.33-0.87 ?? ??
1b Atenea Pérez et al. (2005a) ?-point r 0.33-0.85 ?? ??
1c Atenea Pérez et al. (2005b) ?-point r 0.35-0.77 ?? ??
4 auto-marking Sukkarieh et al. (2003) 2-point acc 0.88 ?? ??
4a auto-marking Sukkarieh et al. (2004) 1-2-point acc 0.81 ?? ??
4b auto-marking Pulman and Sukkarieh (2005) 1-4-point acc 0.84 ?? ??
5 AutoMark Mitchell et al. (2002) 1-point acc 0.93 ?? ??
5 AutoMark Mitchell et al. (2002) 2-point acc 0.83 ?? ??
6 Burstein ’96 Burstein et al. (1996) ?-point acc 0.81 ?? ??
7 c-rater Leacock and Chodorow (2003) 2-5-point acc 0.81-0.91 agr 0.87-0.94
7 c-rater Leacock and Chodorow (2003) 2-5-point κu 0.58-0.86 κu 0.77-0.90
7 c-rater Leacock and Chodorow (2003) 2-point acc 0.84 1-judge n/a
7 c-rater Leacock and Chodorow (2003) 2-point κu 0.74 1-judge n/a
7a c-rater Attali et al. (2008) 1-point κl 0.68 κl 0.84
7a c-rater Attali et al. (2008) 1-point κl 0.87 κl 0.92
7b c-rater Sukkarieh and Bolge (2008) 2-point κu 0.54 κu 0.69
7b c-rater Sukkarieh and Bolge (2008) 3-point κu 0.71 κu 0.76
7c c-rater Sukkarieh and Stoyanchev (2009) ?-3 point κu 0.63 κu 0.42-0.97
7c c-rater Sukkarieh and Stoyanchev (2009) ?-3 point κu 0.64 κu 0.65-0.82
7d c-rater Sukkarieh (2010) 1-2 point κq 0.75 κq 0.48-0.98
7d c-rater Sukkarieh (2010) 2-3-point κq 0.62 κq 0.27-0.83
8 CAM Bailey and Meurers (2008) 2-way acc 0.88 agr *1.00
8 CAM Bailey and Meurers (2008) 5-way acc 0.87 agr *1.00
9 CoMiC-DE Meurers et al. (2011a) 2-way acc 0.84 agr *1.00
9 CoMiC-DE Meurers et al. (2011a) 2-way acc 0.84 agr *1.00

10 CoMiC-EN Meurers et al. (2011b) 2-way acc 0.88 agr *1.00
10 CoMiC-EN Meurers et al. (2011b) 5-way acc 0.79 agr *1.00
12 CoSeC-DE Hahn and Meurers (2012) 2-way acc 0.86 agr *1.00
14 e-Examiner Gütl (2007) 10-point r 0.81 1-judge n/a
15 eMax Sima et al. (2009) ?? acc 0.82 ?? ??
17 FreeText Author Jordan and Mitchell (2009) ?? acc 0.89-1.00 ?? ??
18 Horbach ’13 Horbach et al. (2013) 2-way acc 0.84 agr *1.00
19 Hou ’11 Hou and Tsao (2011) 2-way prec 0.72 1-judge n/a
19 Hou ’11 Hou and Tsao (2011) 3-way prec 0.72 1-judge n/a
20 IndusMarker Siddiqi and Harrison (2008a) ?? acc 0.93-0.95 ?? ??
20a IndusMarker Siddiqi et al. (2010) ?? acc 0.84-1.00 ?? ??
21 Klein ’11 Klein et al. (2011) ?? r 0.00-1.00 1-judge n/a
23 Madnani ’13 Madnani et al. (2013) 4-point acc 0.52-0.65 1-judge n/a
24 Mohler ’09 Mohler and Mihalcea (2009) 5-point r 0.47 r 0.64
24a Mohler ’09 Mohler et al. (2011) 5-point r 0.52 agr 0.58
25 Nielsen ’08 Nielsen et al. (2008b) 5-way acc 0.61 ?? ??
25 Nielsen ’08 Nielsen et al. (2008b) 5-way acc 0.62 ?? ??
25 Nielsen ’08 Nielsen et al. (2008b) 5-way acc 0.76 ?? ??
26 PMatch Jordan (2012a) ?? acc 0.70-0.99 1-judge n/a
27 SAMText Bukai et al. (2006) 2-way κu 0.54-0.91 ?? ??
27 SAMText Bukai et al. (2006) 5-point r 0.74-0.78 r 0.86-0.93
32 Wang ’08 Wang et al. (2008) 28-30-point r 0.92 r 0.96
34 Willow Pérez-Marín and Pascual-Nieto (2011) ?-point r 0.34-0.83 r 0.02-0.82

36 ASAP ’12 SAS Hewlett Foundation (2012) 2-3-point κq 0.75 2-judge ??
37 SemEval ’13 Task 7 Dzikovska et al. (2013) 2/3/5-way acc, F1 many ?? ??

granularity. Therefore, it may not hurt to do conversions in some cases to allow additional comparison.
We now discuss all metrics from Table 7 given as the summary in Table 8 according to the taxonomy
of Stevens (1946), followed by some general remarks. Note the absence of interval data.
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Table 8
Evaluation metrics from the literature.

Nominal and Ordinal Data Ratio Data (Discrete) Ratio Data (Continuous)

acc, agr, κu, F1, prec κl, κq r

Nominal and Ordinal Data We found that the nominal and ordinal data metrics in our review apply
to either data type. For these levels of measurement, the simple notion of “accuracy” or “agreement”
is the most common measure of HSA and HHA. Our review of the terminology in the literature shows
that accuracy and agreement are used to mean the same thing in different publications. Ideally, the
terminology should not overlap. In this respect, one possible solution is to use “accuracy” (acc) for HSA
and “agreement” (agr) for HHA. In any case, it is important to be explicit about what metric is used and
provide a reference if possible.

Interestingly, some agr scores are perfect (1.00) in Table 7. This happens when ratings with dis-
agreements are discarded to create a “perfect” gold standard. However, this practice may create bias
towards answers that are easiest to grade. Instead, it is perfectly reasonable to report HSA.S scores for
each judge individually.

The next metric for nominal and ordinal data in Table 8 is Cohen’s κ (Cohen, 1960) as a chance-
corrected measure of agreement. This metric is unweighted in that all mismatches are treated equally (we
use notation κu for unweighted κ). This metric is therefore appropriate for nominal and ordinal data
where the amount of difference cannot be quantified. The measure is defined as: κu = (Po−Pc)/(1−Pc),
where Po and Pc are the probabilities of observed and chance agreement respectively.

The only other metrics represented for nominal and ordinal data in Table 8 are those based on
information retrieval principles: F1 and precision (prec). These appear in the SemEval ’13 Task 7
competition and the Hou ’11 evaluation respectively. F1 is chosen for SemEval ’13 Task 7 as it is
suitable for all combinations of positive and negative class labels in the competition scenarios, but other
metrics were provided for the benefit of the participants. Concerning precision, Hou and Tsao (2011)
only broadly remark that precision is “widely used to evaluate the systems in the NLP domain” (Hou and
Tsao, 2011). Recall, as the counterpart to precision and a component of F1, is also worth mentioning in
passing, as it formed part of the evaluation by Dzikovska et al. (2012).

Ratio Data (Discrete) Considering discrete ratio data in Table 8, the weighted variant Cohen’s κ is the
metric applied (Cohen, 1968). This metric is appropriate for discrete ratio data because contingencies
can be made for different amounts of disagreement. So for example, we should penalize a two-point
disagreement more than a one-point disagreement on a multiple-point grading scale. The penalty that
can be applied however is open. Generally, all weights are expressed in a matrix, and any set of weights
may be inserted. However, it can be convenient to apply easily interpretable weights, typically linear
or quadratic weights (we use notation κl and κq respectively). A demonstration of these weighting
schemes is provided in Table 9; see Sim and Wright (2005) for calculation details. From this example,
the difference between kappas is apparent: κu ≤ κl ≤ κq. When choosing between the weighted kappas,
κl is the arithmetically logical choice given that a two-point disagreement can be said to be twice as bad
as a one-point disagreement. However, Table 7 shows that κq has been used more frequently.

Ratio Data (Continuous) Considering continuous ratio data in Table 8, the sample Pearson correlation
coefficient (Rodgers and Nicewander, 1988), also known as Pearson’s r, is the only metric used as
shown in Table 7. Some other examples that could be used are Spearman’s rank correlation coefficient
(Spearman’s r) (Spearman, 1904) or Kendall’s rank correlation coefficient (Kendall’s τ ) (Kendall, 1938).
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Table 9
Comparison of kappa weights for a question scored up to 4 points.

Kappa 0-point 1-point 2-point 3-point 4-point
metric difference difference difference difference difference

κu 1.00 0.00 0.00 0.00 0.00
κl 1.00 0.75 0.50 0.25 0.00
κq 1.00 0.94 0.75 0.44 0.00

General Remarks The literature often provides guidelines for interpreting the values of the evaluation
metrics. For example, interpreting any kappa value can be considered as follows: κ < 0.4 (poor),
0.4 ≤ κ < 0.75 (fair to good), and 0.75 ≤ κ (excellent) (Fleiss, 2003). As another example, interpreting
r can be considered as follows: 0 ≤ r < 0.1 (none), 0.1 ≤ r < 0.3 (small), 0.3 ≤ r < 0.5 (medium),
and 0.5 ≤ r ≤ 1.0 (large) (Cohen, 1992). It may be wise however to not interpret the scores so strictly.
In particular, Fleiss (2003) apply the same scale to weighted and unweighted kappas, but this does not
accommodate the disparity demonstrated as per Table 9. In addition, empirical work by Bakeman et al.
(1997) also demonstrates flaws in applying broad rules.

In completing Table 7, we also observed that some authors were unspecific about the evaluation
metric used. For example, saying “kappa” instead of κu, κl, or κq (Bukai et al., 2006; Leacock and
Chodorow, 2003), and saying “correlation” instead of Pearson’s r (Alfonseca and Pérez, 2004; Bukai
et al., 2006; Gütl, 2007). We contacted the authors about these, and recorded the correct metric in
Table 8 to avoid the introduction of additional notation. It is clear that one must clearly define the variant
that is used.

Considering all the evaluation metrics in Table 8 and what we know about ASAG, we consider
continuous ratio data and the associated metrics as excessive in ASAG. That is, the questions we are
dealing with are rarely more than 5-points in weight, and are also rarely graded with fractions of marks.
Therefore, we suggest that these data are regarded or collapsed as discrete ratio data where possible and
evaluated accordingly.

Finally, we remark that the HHA evaluation is frequently not given in the literature, hence the
missing entries in Table 7. On many occasions, we suspect that only one human judge is used for rating
the student answers, and mentioning this fact is simply neglected. A few other times, the number of
judges is mentioned (“1-judge”, “2-judge”) without an evaluation of the consistency of the judge ratings.

Effectiveness

Finally, concerning the effectiveness scores in Table 7, the meaningful comparisons that can be per-
formed are limited, as the majority of evaluations have been performed in a bubble. That is, the data
sets that are common between two or more publications are relatively few. This means that many of the
effectiveness scores in Table 7 only serve an informational purpose. We now highlight the other cases in
Table 10 for discussion.

First in Table 10a, we refer to the “Texas” data set that hasn’t been highlighted until this point. This
data set is publicly available and very similar to that used in the second Mohler ’09 publication (Mohler
et al., 2011). It is Ziai et al. (2012) that use this data to compare the effectiveness of two existing systems:
The latest version of Mohler ’09 (Meurers et al., 2011b) and a regression-based version CoMiC-EN (Ziai
et al., 2012). Therefore, this publication is interesting in that the authors do not propose a new system, but
instead give an empirical comparison of existing systems. We found no other paper like this for ASAG
in our literature review. The results themselves favor the Mohler ’09 approach over the CoMiC-EN
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Table 10
Effectiveness comparisons for the Texas, CoMiC, and competition data sets. Refer to the historical analysis for the correspond-
ing features, which are too numerous to repeat here.

ID System Reference Grading model Grading scheme HSA.M HSA.S

(a) Texas. HHA.M = r. HHA.S = 0.59.

24a Mohler ’09 Meurers et al. (2011b) ESA + LSA + 5-point r 0.52
knowledge-based measures

10a CoMiC-EN Ziai et al. (2012) Support vector regression 5-point r 0.41

(b) CREE. HHA.M = Agree. HHA.S = 1.00.

8 CAM Bailey and Meurers (2008) k-nearest neighbor 2-way acc 0.88
5-way acc 0.87

10 CoMiC-EN Meurers et al. (2011b) k-nearest neighbor 2-way acc 0.88
5-way acc 0.79

(c) CREG. HHA.M = Agree. HHA.S = 1.00.

9 CoMiC-DE Meurers et al. (2011a) k-nearest neighbor 2-way acc 0.84
12 CoSeC-DE Hahn and Meurers (2012) LRS representation matching 2-way acc 0.86

(d) ASAP ’12 SAS. HHA.M = 2-judge. HHA.S = ??.

29 Tandella ’12 Tandalla (2012) Linear regression 2-3-point κq 0.74717
35 Zbontar ’12 Zbontar (2012) Stacking 2-3-point κq 0.73892
11 Conort ’12 Conort (2012) Stacking 2-3-point κq 0.73662

(e) SemEval ’13 Task 7 Beetle. HHA.M = ??. HHA.S = ??.

28 SoftCardinality Jimenez et al. (2013) Decision tree 4-way (UD) F1 0.375 (1st)
31 UKP-BIU Zesch et al. (2013) Naive Bayes 4-way (UD) F1 0.348 (2nd)
16 ETS Heilman and Madnani (2013) Stacking 4-way (UD) F1 0.339 (3rd)
13 Dzikovska ’12 Dzikovska et al. (2012) Decision tree 4-way (UD) F1 0.331

28 SoftCardinality Jimenez et al. (2013) Decision tree 4-way (UA) F1 0.474 (4th)
31 UKP-BIU Zesch et al. (2013) Naive Bayes 4-way (UA) F1 0.560 (2nd)
16 ETS Heilman and Madnani (2013) Stacking 4-way (UA) F1 0.581 (1st)
13 Dzikovska ’12 Dzikovska et al. (2012) Decision tree 4-way (UA) F1 0.375

(f) SemEval ’13 Task 7 SciEntsBank. HHA.M = ??. HHA.S = ??.

28 SoftCardinality Jimenez et al. (2013) Decision tree 5-way (UQ) F1 0.436 (3rd)
31 UKP-BIU Zesch et al. (2013) Naive Bayes 5-way (UQ) F1 0.285 (8th)
16 ETS Heilman and Madnani (2013) Stacking 5-way (UQ) F1 0.552 (1st)
13 Dzikovska ’12 Dzikovska et al. (2012) Decision tree 5-way (UQ) F1 0.414

approach by a large margin (r = 0.52 compared to r = 0.41). The Mohler ’09 effectiveness is also quite
reasonable as it is approaching the HHA.S bound (r = 0.59).

Next, Tables 10b and 10c give the comparisons for the CREE and CREG data sets from the CoMiC
project. When considering CREE, the CoMiC-EN system as a successor to CAM is not more effec-
tive, but this can be explained by the fact that there is more emphasis on architecture for CoMiC-EN.
When considering CREG, CoSeC-DE offers a marginal improvement over CoMiC-DE. In all cases, the
accuracy is reasonable and is again approaching the HHA.S bound (agr = 1.00).

Some of the ASAP ’12 SAS competition results follow next in Table 10d. The Tandella ’12 sys-
tem (Tandalla, 2012), Zbontar ’12 system (Zbontar, 2012), and Conort ’12 system (Conort, 2012) re-
viewed in this article achieved 2nd to 4th place from the original rankings. The corresponding κq scores
are all very close, and the system by the top team was only +0.00077 higher again. The full ranking can
be obtained from the leaderboard on the competition website.13

In general, the information about the ASAP ’12 SAS systems is limited, as the intention is for

13http://www.kaggle.com/c/asap-sas/leaderboard
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Table 11
Effectiveness comparisons for SemEval ’13 Task 7 subtasks using macro-averaged F1. A tick (X) represents a best-performing
system or one where the effectiveness is statistically insignificant from the best. The data is aggregated from the SemEval ’13
Task 7 overview paper (Dzikovska et al., 2013).

2-way 3-way 5-way

Beetle SciEntsBank Beetle SciEntsBank Beetle SciEntsBank

ID Run UA UQ UA UQ UD UA UQ UA UQ UD UA UQ UA UQ UD Count

CELI1 0
CNGL2 X 1
CoMeT1 X X X X X X X 7
EHUALM2 X X 2

16 ETS1 X X X X 4
16 ETS2 X X X X X X X X X 9

LIMSIILES1 X 1
28 SoftCardinality1 X X X X X X 6
31 UKP-BIU1 X X X X 4

the winning submissions to inform commercial partners. So for example, the competition organizers
only released 5 methodology papers, which is little compared with the 51 teams that achieved a positive
evaluation score. In addition, there are 20 teams that achieved κq ≥ 0.7, a score considered excellent
by Fleiss (2003). In comparison, there were only eight teams at the SemEval ’13 Task 7 competition, so
ASAP ’12 SAS represents the largest participation in any single ASAG initiative.

A further problem with ASAP ’12 SAS is that the data cannot be shared outside the context of
the competition, limiting its usefulness in the academic community. Summing up, the ASAP ’12 SAS
competition results are somewhat limited for the broader ASAG community, given the restrictions on the
data set and the small set of methodology papers.

Finally, the macro-averaged F1 results from SemEval ’13 Task 7 are given in Tables 10e and 10f.
Overall, the full set of evaluation results is challenging to aggregate due to the dimensionality: multi-
ple data sets (Beetle and SciEntsBank), multiple tasks (unseen answers, unseen questions, unseen do-
mains) multiple grading schemes (2-way, 3-way, and 5-way), and multiple evaluation measures (accu-
racy, micro-averaged F1, and macro-averaged F1). As described when reviewing these systems, our
approach to prioritizing this literature was to focus on the competition dimensions that are most difficult
and novel. This gave us the ranking in the top half of Table 10e based on the overview paper (Dzikovska
et al., 2013). However, these rankings do not hold in comparison to the other sample rankings from
Tables 10e, 10f, and in general. Indeed, even the Dzikovska ’12 baseline (Dzikovska et al., 2012) was a
winner for one of the sub-tasks.

On the positive side, the comparisons for SemEval ’13 Task 7 are the only with statistical signifi-
cance tests in contrast to the rest of Table 10. The specific test used was an approximate randomization
test with 10,000 iterations and a threshold of p ≤ 0.05 (Dzikovska et al., 2013). In analyzing this data,
multiple effective solutions can be identified for each subtask comprising those with the top score for
each subtask and those where the effectiveness was statistically insignificant from the top system. This
visualization for the macro-averaged F1 scores is given in Table 11.

The three systems we reviewed perform well overall based on this view, as does CoMeT (Ott et al.,
2013) as another system from the CoMiC project family. However overall, we are missing a single
measure to indicate the overall top-performing approach. Indeed this is possible, as it is straight-forward
to sum the number of correct classifications across all subtasks, for example. Reporting such a measure
would be indicative of the system that performs most effectively over a large range of scenarios. This is
a small but important agenda item for future work.

The other missing item for SemEval ’13 Task 7 is a measure of HHA. A lot of work has been
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done in the creation and running of this competition, so it is very interesting to know whether or not the
submitted systems are approaching HHA effectiveness. The original annotation efforts actually have κu
values (Dzikovska et al., 2012), but these are not of use since the grading schemes were modified for use
in the competition. Specifically, the original Beetle annotation effort was performed with 11 categories,14

and the original SciEntsBank annotation effort was performed with 4 categories at the facet mapping
level.15 Both of these were then remapped to the 5-way scheme for the competition without new work
for new measurement of HHA.

In considering overall effectiveness further, the data in Table 10 does not indicate many helpful
crossovers between Tables 10a to 10f, apart from the common evaluation between Beetle and SciEnts-
Bank. Perhaps the best example to date is the recent work of Ziai et al. (2012) providing a link across
Tables 10a and 10b. Another example is the participation of ETS in both ASAP ’12 SAS and Se-
mEval ’13 Task 7, excluding the fact that ETS chose not to publish their methodology at ASAP ’12 SAS.

Effectiveness across Eras

Given that there are few comparisons that can be made across the subtables for Table 10, we also con-
sidered comparisons that can be made across eras. Here, we focus on literature where two (or more)
eras are represented. Up until this point, our analyses only focused on the most effective method of each
paper, and inferior methods were omitted. We identified three publications where cross-era comparisons
are represented in the Wang ’08, auto-marking, and Mohler ’09 literature. Note that parts of the com-
petitions could be considered as comparisons across eras, but we omit a dedicated section here since we
have said much about the competitions already.

Wang ’08 Wang et al. (2008) had the idea to compare two concept mapping methods and a machine
learning method by grading all concepts either individually (concept mapping) or together (machine
learning). The data comprises of four earth science questions for secondary education that requires the
students to give an open number of responses and justifications. There are 2,698 student answers for
comparison against the teacher answers. The task is to match as many concepts as possible between the
student and teacher answers, and then predict the overall point total, which is calculated by summing
the points assigned to each concept. The most effective concept mapping method (r = 0.92) was more
effective than the machine learning method (r = 0.86).

auto-marking Two later publications about the auto-marking system (Pulman and Sukkarieh, 2005;
Sukkarieh and Pulman, 2005) provide additional experiments for the information extraction and machine
learning methods introduced in the initial work (Sukkarieh et al., 2003, 2004). The data comprises of
nine biology questions for secondary education, and the student answers for each question are assigned
as 200 for training and 60 for testing. The task is to predict the scores for each question, which ranges
between 1 and 4 points in value for full-credit. The results confirm the findings that the information
extraction approach is more effective (acc = 0.84 versus acc = 0.68) (Pulman and Sukkarieh, 2005).
When comparing information extraction methods with machine learning methods in general, the authors
suggest that it is easier for the grades to be justified with information extraction, because links can be

14This comprises three top-level categories each with a number of subcategories: (1) metacognitive – positive and negative;
(2) social – positive, negative, and neutral; and (3) content – correct, pc, pc_some_error, pc_some_missing, irrelevant, and
incorrect. Acronym “pc” expands to “partially correct”. Refer to Dzikovska et al. (2012, Section 2.1) for a full description of
the categories and also the mapping process.

15The four facet mapping categories are “understood”, “contradictory”, “related”, and “unaddressed”. Refer to Dzikovska
et al. (2012, Section 2.2) for a full description of the categories and also the mapping process. See also Levy et al. (2013) for
other work on this annotation scheme and corpus.
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traced back to the model. On the negative side, the information extraction method is more labor-intensive
for model development because the patterns are manually engineered (Pulman and Sukkarieh, 2005).

Mohler ’09 The idea of the original work is an unsupervised model where the score from a single
knowledge- or corpus-based method is taken for grading (Mohler and Mihalcea, 2009). In the follow-
on publication, Mohler et al. (2011) introduce graph alignment features from dependency graphs to the
existing pool of features. This time, all features are combined with a support vector machine, hence
implementing a supervised model with machine learning. Overall, the goal of the Mohler et al. (2011)
was to perform a comparison of the unsupervised and supervised models. To do this, a data set was
created comprising of eight computer science questions on data structures for university education. The
training/testing split of this data depends on the model: For the unsupervised model, the training portion
is the teacher answers only, and for the supervised model, the split is based on a 12-fold cross validation
design. The task for the Mohler et al. (2011) study is simply to predict the score for each response, and
all questions were marked on a 5-point scale. The experiments compare the unsupervised and supervised
models, and their effectiveness is evaluated with the population Pearson correlation coefficient, also
known as Pearson’s ρ. Mohler et al. (2011) find that the supervised model (SVMRank, ρ = 0.518) is
more effective than the unsupervised model (Lesk, ρ = 0.450).

General Remarks In summary, we feel that the Wang ’08 result emphasizes concept mapping methods
as a special case that benefits from the precision that can be obtained in fine-grained as opposed to holistic
marking. So there is benefit in employing this type of method when possible, assuming the assessment
design supports concept mapping instead of holistic marking. Concerning the other results, and the cross-
era comparisons for SemEval ’13 Task 7, we feel that they support the grading continuum represented
by Figure 7 above. Here, the auto-marking system has been refined over a series of four publications and
multiple data sets, so we consider this a type of repeated assessment where rule-based methods perform
well. In contrast, the Mohler ’09 system and the SemEval ’13 Task 7 competition scenario do not have
the same level of repetition and SemEval ’13 Task 7 specifically targets unseen questions and domains.
Given these constraints, we consider Mohler ’09 and the SemEval ’13 Task 7 competition scenario as
representing the other side of the continuum where statistical methods perform well.

LESSONS LEARNED

Research in automatic assessment of natural language questions has moved quickly since the turn of
the millennium, and ASAG is no exception. The short answer question type is one of many types of
questions requiring deep understanding of material to recall knowledge for free expression, making it a
challenging task to grade automatically. In contrast to essay questions, we have defined short answers
as typically not exceeding one paragraph in length, they focus on content as opposed to style, and they
can be described as objective or close-ended as opposed to subjective or open-ended. This has defined a
unique field, from which we have identified over 80 papers that fit the definition dating back to 1996.

Our historical analysis of ASAG indicates five eras in how the research has developed since 1996.
Here, we refer to the eras of concept mapping, information extraction, corpus-based methods, machine
learning, and evaluation. We found that the trend in the earlier eras is more towards rule-based methods,
which either grade answers in parts with concept mapping techniques, or holistically with information
extraction techniques. Later, we found that the trend shifted more towards statistical methods, whereby
the features are generated with the assistance of corpus-based methods, or NLP methods used as part of a
machine learning system. Lastly, we found that the most recent trend is towards evaluation, where com-
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petitions and publicly available data sets are finally allowing meaningful comparisons between methods.
We draw many other conclusions when generalizing over all systems simultaneously considering

common components comprising data sets, natural language processing, model building, grading models,
model evaluation, and effectiveness. Our conclusions for these six dimensions are as follows.

Data Sets We find that most data sets cannot be shared for reasons such as privacy. Frequently, aca-
demics are simply adapting data from their own teaching experiences to ASAG projects, but with little
consideration that others may want to perform meaningful comparisons to their methodology. We find
that the open data sets are the Texas data set (Mohler et al., 2011), and the data sets from the CoMiC
project and the SemEval ’13 Task 7 competition. In addition, the data is currently represented by four
languages, mostly comes from university or school assessments, and can belong to nearly any year level
or topic.

Natural Language Processing We find 17 linguistic processing techniques that can serve as a checklist
for others. In particular, we created a taxonomy to group these by themes for techniques that are lexical,
morphological, semantic, syntactic, or surface for further guidance. For feature extraction, many of the
features used fall within these five themes too. Other features are based on n-grams, information retrieval,
machine translation, textual similarity, overlaps, entailment, and entropy.

Model Building We observe that the teacher answers play very different roles for model building
across systems. Sometimes, the teacher answer effectively is the model. For other systems, it is only
used to guide a manual marking process of student answers that are themselves used as the model. Other
times, the student and teacher answers are combined together to build a model.

Grading Models We describe how the concept mapping and information extraction ASAG methods
can more broadly be described as rule-based, and that the corpus-based and machine learning ASAG
methods can more broadly be described as statistical. In addition, almost all systems originally marked
under the era of evaluation are machine learning systems, suggesting this preference amongst the latest
research. We also argue that statistical methods make sense for unseen questions and domains, and that
rule-based methods make sense for repeated assessment.

Model Evaluation We find a mixture of nominal, ordinal, and ratio data in evaluation, and questions
rarely with more than five categories or worth more than five points. The evaluation metrics themselves
are most commonly represented by accuracy, agreement, different variants of kappa, and Pearson cor-
relation. Common mistakes are to neglect reporting inter-rater agreement between human raters, and to
omit detail about the variant of an evaluation metric used such as a kappa or correlation.

Effectiveness We observe that meaningful effectiveness comparisons are available for system evalua-
tions with six public or common data sets. The largest of these (SemEval ’13 Task 7) would benefit from
measures of human-human agreement and overall system effectiveness to advance the research. In com-
parison, just two bodies of work (Ziai et al. (2012) and ETS in ASAP ’12 SAS and SemEval ’13 Task 7)
have comparisons between public data sets, so there is scope to consolidate the existing knowledge. Fi-
nally, results across eras indicate concept mapping methods as more effective than holistic grading and
other methods as influenced by the trade-off between repeated/non-repeated assessment and seen/unseen
questions and domains.
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Looking Forward

For the future, we see the era of evaluation as having the biggest influence, since this body of work
is emerging. Given the corresponding resources, we anticipate more researchers will reuse the pub-
licly available data sets as opposed to using new data from restricted internal sources. We also spec-
ulate that there will be more participation from commercial groups above and beyond submitting runs
to competitions and publishing stand-alone papers, to keep up with the new openness in the field. A
recent alternative is the Open edX project as an open source platform with significant ASAG compo-
nents.16 Regardless of forthcoming collaboration, it may be possible to advance evaluation efforts with
the question-answering research community as an alternative or addition. For example, the TREC (Text
REtrieval Conference) forum17 has included question-answering evaluation tracks from 1999 to 2007.18

Hirschman et al. (2000) noted this interesting link many years ago, and we wonder when this idea will
be realized.

ACKNOWLEDGEMENTS

We thank Susanne Neumann and Margot Mieskes for informal discussions that were helpful in develop-
ing some parts of this article. We additionally thank Kostadin Cholakov and Torsten Zesch for providing
feedback on drafts. We also thank the anonymous reviewers for their generous and helpful comments.

REFERENCES
Aleven, V., Ogan, A., Popescu, O., Torrey, C., and Koedinger, K. (2004). Evaluating the Effectiveness of a Tutorial

Dialogue System for Self-Explanation. In J. C. Lester, R. M. Vicari, and F. Paraguacu, editors, Proceedings
of the Seventh International Conference on Intelligent Tutoring Systems, volume 3220 of Lecture Notes in
Computer Science, pages 443–454, Maceio, Brazil. Springer.

Alfonseca, E. and Pérez, D. (2004). Automatic Assessment of Open Ended Questions with a BLEU-Inspired
Algorithm and Shallow NLP. In J. Vicedo, P. Martínez-Barco, R. Muńoz, and M. Saiz Noeda, editors,
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