Philipp Cimiano
Anette Frank
Michael Kohlhase
Benno Stein (Eds.)

Robust Argumentation
Machines

LNAI 14638

First International Conference, RATIO 2024
Bielefeld, Germany, June 5-7, 2024
Proceedings

@ Springer




Lecture Notes in Computer Science

Lecture Notes in Artificial Intelligence 14638
Founding Editor

Jorg Siekmann

Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Wolfgang Wahlster, DFKI, Berlin, Germany
Zhi-Hua Zhou, Nanjing University, Nanjing, China



The series Lecture Notes in Artificial Intelligence (LNAI) was established in 1988 as a
topical subseries of LNCS devoted to artificial intelligence.

The series publishes state-of-the-art research results at a high level. As with the LNCS
mother series, the mission of the series is to serve the international R & D community
by providing an invaluable service, mainly focused on the publication of conference and
workshop proceedings and postproceedings.



Philipp Cimiano - Anette Frank -
Michael Kohlhase - Benno Stein
Editors

Robust Argumentation
Machines

First International Conference, RATIO 2024
Bielefeld, Germany, June 5-7, 2024
Proceedings

@ Springer



Editors

Philipp Cimiano Anette Frank

Bielefeld University Heidelberg University
Bielefeld, Germany Heidelberg, Germany
Michael Kohlhase Benno Stein
Friedrich-Alexander-Universitit Bauhaus-Universitit Weimar
Erlangen-Niirnberg Weimar, Germany

Erlangen, Germany

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-031-63535-9 ISBN 978-3-031-63536-6 (eBook)

https://doi.org/10.1007/978-3-031-63536-6

LNCS Sublibrary: SL7 — Artificial Intelligence
© The Editor(s) (if applicable) and The Author(s) 2024. This book is an open access publication.

Open Access This book is licensed under the terms of the Creative Commons Attribution 4.0 International
License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution
and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and
the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this book are included in the book’s Creative Commons license,
unless indicated otherwise in a credit line to the material. If material is not included in the book’s Creative
Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use,
you will need to obtain permission directly from the copyright holder.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

If disposing of this product, please recycle the paper.


https://orcid.org/0000-0002-4771-441X
https://orcid.org/0000-0002-9859-6337
https://orcid.org/0000-0003-4706-9817
https://orcid.org/0000-0001-9033-2217
https://doi.org/10.1007/978-3-031-63536-6
http://creativecommons.org/licenses/by/4.0/

Preface

Cultivating debate and argumentation as a means of finding consensus and solutions that
are acceptable compromises for many seems essential, in particular in times of perceived
crises and public division. As public debates are to a large extent carried out online, they
are often unmanageable, difficult to trace, and difficult to oversee. Understanding the
key positions of diverse stakeholders, their key points or arguments, and how they are
justified is key to identifying points and opportunities for compromises.

This is where computational argumentation analysis comes in, providing methods to
aid the automatic retrieval, analysis, summarization, ranking, and assessment of argu-
ments. The field of argumentation mining and analysis is relatively young. The 1st
Workshop on Argument Mining took place ten years ago, in June 2014 in Baltimore,
collocated with the 52nd Annual Meeting of the Association for Computational Lin-
guistics. Since this 1st edition of the Argument Mining Workshop, we have witnessed
significant advances in the development of approaches that support the automated anal-
ysis, summarization, aggregation, retrieval, and ranking of arguments exchanged “in the
wild” at large scale. By “in the wild”, we mean arguments that are exchanged on the
World Wide Web, in discussion portals or other online formats in which users share opin-
ions and viewpoints on topics that are relevant to them. The methods of argumentation
analysis have now reached a level of maturity and robustness that makes them applicable
to the analysis of real online debates. They enable systems to identify the most important
arguments exchanged, summarize and group arguments, or even automatically generate
arguments to present different viewpoints and perspectives.

This volume presents recent advances in the development of robust argumentation
machines, i.e. systems capable of systematically, efficiently, and adequately summarizing
public debates in terms of arguments, positions, key points, stakeholder groups, tracing
them back to groups, etc.

The contributions to this volume can be grouped into six areas: (I) Argument Mining,
(II) Persuasion and Deliberation, (III) Argument Acquisition, Annotation, and Quality
Assessment, (IV) Computational Models of Argumentation, (V) Interactive Argumen-
tation, Recommendation, and Personalization, and (VI) Argument Search and Retrieval.
In the following we summarize the contributions of the papers in this volume.

I Argument Mining

The main challenge of Argument Mining is how to identify, extract, and formalize argu-
ments that are exchanged by key stakeholders and actors. The approaches described
in this volume consider a wide spectrum of genres ranging from argumentation in
social media through to argumentation in scientific texts. An interesting and novel
method consists in the application of sequential pattern mining to identify argumentation
schemes.
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In their paper “Natural Language Hypotheses in Scientific Papers and How to
Tame Them: Suggested Steps for Formalizing Complex Scientific Claims”, Heger
et al. are concerned with the formalization of hypotheses as key elements of argumenta-
tion in scientific texts. Specifically, they develop a framework for formalizing hypothe-
ses in the research field of invasion biology. According to their framework, hypotheses
consist of three essential elements: a subject, an object, and a hypothesized relationship
between them. The framework not only facilitates argumentation analysis, but also helps
to convert scientific publications into a machine-readable format.

In their paper “Weakly Supervised Claim Localization in Scientific Abstracts”,
Brinner et al. present a weak supervision approach that requires only abstract-level
supervision to identify and localize arguments in scientific texts. Their approach uses
information about the general presence of a claim in a given abstract to extract sec-
tions of text that indicate that specific claim. The method is evaluated on the SciFact
claim verification and INAS datasets, showing that significant performance in the claim
localization task can be achieved without any explicit supervision.

In their paper “Argument Mining of Attack and Support Patterns in Dialogical
Conversations with Sequential Pattern Mining”’, Ruckdeschel et al. apply Sequential
Pattern Mining — a common method for finding patterns in large databases — to identify
how typical argumentation schemes in user debates develop over time. They investigate
a German Twitter corpus on nuclear energy that they divide into different time slices.
When applied to the time slices, the approach reveals distinct patterns of support and
attack relations between pro and contra arguments in conversational threads. The pro-
posed method can thus be used to analyze diachronic changes in patterns and show how
discourses on certain topics can evolve over time.

Following a related approach, in their paper “Cluster-Specific Rule Mining for
Argumentation-Based Classification”, Klein et al. present a method that combines
machine learning with computational models for (structured) argumentation. In this
approach, the data set is clustered and then a rule-learning algorithm is used to extract
frequent patterns and rules from the resulting clusters. Experiments show that the method
significantly improves the baseline approach.

IT Debate Analysis and Deliberation

By developing methods for analyzing political discourse and debates, argument mining
also plays a central role in developing methods that can support the analysis of political
discourse and opinions on important current issues in order to promote deliberation. The
present volume features a number of contributions along these lines.

In their paper “Automatic Analysis of Political Debates and Manifestos: Suc-
cesses and Challenges”, Ceron et al. note that political actors typically communicate
via different channels: While the parties communicate their core ideas via published
manifestos, individual players use the media to express themselves on a daily basis. On
the one hand, manifestos are useful to characterize the positions of parties at a global
ideological level over time. On the other hand, individual statements can be collected
to analyze debates in specific policy areas at a fine-grained level, in terms of individ-
ual actors and demands. The authors suggest using NLP-based analysis for these two
different channels to highlight the advantages and challenges of both approaches.
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In their paper “PAKT: Perspectivized Argumentation Knowledge Graph and
Tool for Deliberation Analysis”, Plenz et al. present PAKT, a model for deliberation
analysis at a structural level that leverages argumentation mining and knowledge graph
construction methods. Beyond individual arguments, PAKT uncovers structural patterns
in the way participants argue and shows how to characterize the argumentative perspec-
tives of different stakeholder groups using frames, values, and conceptual analysis. In
several case studies, the authors show how their perspective argumentation analysis can
identify key points for initiating deliberative solutions to facilitate constructive discourse
and informed decision-making.

In their paper “PolArg: Unsupervised Polarity Prediction of Arguments in Real-
Time Online Conversations”, Lenz and Bergmann point out that conversations in social
networks often involve numerous participants and take place at a fast pace. They conclude
from this that real-time analysis is an important prerequisite for systems for analyzing
online conversations. They propose to address this issue using Large Language Models
and investigate unsupervised prompting strategies for detecting argumentation polarity in
datasets from Kialo, X/Twitter, and Hacker News. The authors show that their approach
is more effective for X posts than a model tuned to Kialo debates, and less effective for
Hacker News posts, which are less argumentative.

IIT Argument Acquisition, Annotation, and Quality Assessment

An important topic within argument mining is to evaluate the quality of arguments.
This includes the development of models that can automatically predict the quality of
arguments.

Mirzakhmedova et al. explore this question in their paper “Are Large Language
Models Reliable Argument Quality Annotators?”’, where they focus in particular
on the question of how to reliably annotate arguments for quality. The authors note
that due to the high subjectivity involved in the annotation of argument quality, there
is often high disagreement and thus inconsistency between human annotators. In this
context, the authors investigate the potential of using state-of-the-art large language
models as proxies for argument quality annotators. Analyzing the agreement between
human experts and novice annotators in comparison to the LLM-based annotations, the
authors show that LLMs can produce consistent annotations, with a moderately high
agreement with human experts across most of the quality dimensions. Moreover, they
show that using LL.Ms as additional annotators can significantly improve the agreement
between annotators.

Continuing the topic of evaluating the quality of arguments, Knaebel et al., in their
paper entitled ‘“The Impact of Argument Arrangement on Essay Scoring”, investigate
whether the quality of student essays can be algorithmically predicted. To this end, they
propose a model that aims to capture the “flows” of semantic types of argumentative
units. The authors train linear classification models on flow features and find that flows
based on semantic types are better predictors of essay quality compared to flows of
coarse argument components.
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In their paper “Finding Argument Fragments on Social Media with Corpus
Queries and LLMs”, Dykes et al. address the challenge of compiling a gold standard of
high precision for argumentative fragments. To circumvent the need for manual anno-
tation, they present a pattern-based approach that queries a corpus of patterns to extract
argumentative fragments. They apply their approach to a large corpus of English tweets
on the subject of the UK Brexit referendum in 2016. The authors show how queries can
be combined to extract complex nested statements that are relevant for a given argument.
The approach further allows adjustment of the trade-off between precision and recall,
by setting a cutoff threshold to match the needs of specific applications.

IV Computational Models of Argumentation

In addition to identifying and extracting arguments, an important aspect of a robust
argumentation analysis is to evaluate the identified arguments, e.g. to determine the most
relevant, strongest, or best arguments in a debate. For this purpose, formal computational
models are needed to represent and formalize arguments so that we can reason with them.
The papers in this volume take different approaches. On the one hand, they follow the
paradigm of abstract argumentation where sets of arguments are encoded as graphs
consisting of arguments as nodes and edges representing attack relations. Others follow
assumption-based reasoning (ABA) as well as Pearl’s probabilistic causal model or
Bayesian networks and present clear scientific and methodological advances for each of
these paradigms.

The paper ‘“Enhancing Abstract Argumentation Solvers with Machine
Learning-Guided Heuristics: A Feasibility Study”, by Hoffmann et al. is located
in the paradigm of abstract argumentation and focuses on the determination of admissi-
ble sets, i.e. sets of arguments that can defend themselves against (external) attacks. The
determination of such admissible sets, which depend on a certain semantics, is known to
be an NP-hard problem. Building on recent research demonstrating the efficacy of using
machine learning to provide approximative solutions, the authors propose a new app-
roach that leverages a random forest classifier to predict acceptability, and subsequently
use the predictions to form a heuristic that guides a search-based solver.

The work of Skiba et al. “Ranking Transition-based Medical Recommendations
using Assumption-based Argumentation’ builds on the Assumption-Based Argumen-
tation (ABA) framework and introduces as a new contribution an approach to categoriz-
ing assumptions that relies on their relationship to other assumptions and the syntactic
structure of the ABA framework. The authors propose a new family of semantics for
ABA frameworks that rely on reductions to the abstract argumentation setting and uti-
lize existing rank-based semantics for abstract argumentation. The suitability of the
approach is shown in a case study for generating recommendations for patients with
multiple health conditions.

In their paper “Argumentation-based Probabilistic Causal Reasoning”, Bengel
et al. propose a reformulation of Pearl’s causal models for probabilistic causal and coun-
terfactual reasoning in terms of an argumentation-based framework: Causal statements
are interpreted as arguments in an abstract argumentation framework and the attack
relation represents contradicting causal inferences, allowing the reasoning process to be
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questioned during a query. The framework can then be used to generate argumentative
explanations for the (non-)acceptance of the causal statement.

The starting point of the paper “From Networks to Narratives: Bayes Nets and the
Problems of Argumentation” by Keshmirian et al. is the observation of a tight concep-
tual connection between the argumentative structure of a problem and its representation
as a Bayesian Belief Network (BBN). The primary challenge addressed by the authors
is the representation of an argumentative structure that renders the BBN inference trans-
parent to non-experts. In particular, the authors investigate how argument structures can
be extracted from BBNs. They show why existing algorithmic approaches to extracting
arguments still fall short when it comes to elucidating intricate features of BBNs, such
as “explaining away” or other complex interactions between variables. Building on this
analysis they suggest future developments to improve the representation of the extracted
arguments.

In the paper “Enhancing Argument Generation Using Bayesian Networks”, Cao
etal. examine algorithms that utilize factor graphs from Bayesian Belief Networks to gen-
erate and evaluate arguments. Based on an assessment of the strengths and weaknesses
of existing algorithms, they propose an improved algorithm that addresses the identified
issues. The proposed algorithmic improvements yield an improved performance on the
creation of more robust arguments.

The paper “Do not disturb my circles!” Identifying the Type of Counterfac-
tual at Hand by Willig et al. explores the use of causal models to derive explanations.
The minimal explanation is a causal chain that does not need any intervention. Pos-
sible interventions can be counterfactual interventions, which presuppose intentional
interventions, and retrospective counterfactual interventions, which attribute changes to
external factors. The approach can decide whether and which measures are required.

V Interactive Argumentation, Recommendation, and Personalization

An important question addressed also in this volume is how users will effectively be
able to interact with argumentative systems. In this respect, the paper “BEA: Building
Engaging Argumentation” by Aicher et al. presents the cooperative argumentative
dialog system BEA, which aims to involve the user in a critical discussion of arguments
presented. BEA aims to engage users in an intuitive and unbiased opinion formation
process, where information can be explored intuitively. Through a virtual agent, BEA
can maintain deliberative dialogues with humans. BEA shows how to help users increase
their engagement in reflection and conversation.

The paper “Deciphering Personal Argument Styles - A Comprehensive App-
roach to Analyzing Linguistic Properties of Argument Preferences” by Zymla et al.
presents an application for exploring the effect of linguistic features on personalized
argument preferences. The individual preferences are derived by measuring the impact
of linguistic features on pairwise comparisons between arguments. The authors develop
a visual interactive labeling system that structures the annotation process of pairwise
comparisons. Through these annotations, patterns of argument preferences based on lin-
guistic feature vectors are extracted. By training individual models for different users,
the authors show how information can be gained that allows one to compare different
user groups and to identify different argumentation preferences across groups.
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VI Argument Search and Retrieval

Since the emergence of the first argument search engines such as args.me, the topic of
how to support users in finding relevant arguments has received increasing attention in
the field of argument mining.

The paper “Extending the Comparative Argumentative Machine: Multilingual-
ism and Stance Detection” by Nikishina et al. advances the state of the art in multilingual
argument retrieval, focusing on the use case of comparative search, i.e. finding statements
that are for or against a set of specific options to be compared. The authors describe how
the CAM (comparative argumentative machine) system has been equipped with better
answer stance detection capabilities and with system variants to support non-English
requests. In order to turn the system into a multilingual system, the authors compare
two approaches to support Russian requests and answers: (1) translating the original
English CAM data and (2) using an existing replica of CAM on native Russian data.
The comparison of the translation-based and replica-based CAM variants in a user study
shows that the combination of their responses appears to be the most promising.

The paper “Objective Argument Summarization in Search” by Ziegenbein et al.
addresses the problem that arguments retrieved from the Web can be of low quality,
potentially being long and unstructured, subjective and emotional, and containing inap-
propriate language. Building on the hypothesis that “objective snippets” of arguments
are better suited to be displayed in search results than the commonly used extractive
snippets, they develop corresponding methods for two important tasks: snippet genera-
tion and neutralization. For these tasks, two approaches are experimentally examined:
(1) prompt engineering for large language models (LLMs), and (2) supervised models
trained on existing datasets. The authors find that a supervised summarization model
outperforms zero-shot summarization with LLMs for snippet generation.

In the paper “ArgServices: A Microservice-Based Architecture for Argumenta-
tion Machines”, Lenz et al. present a microservices-based architecture for argumenta-
tion machines that provides services. The starting point is the fact that the development
of argumentation machines is hindered by the lack of common standards and appropri-
ate tools, leading to ad hoc solutions with little reuse value. The proposed architecture
provides strongly typed interfaces for the following services: (1) Argument Mining,
(2) Case-Based Reasoning on Arguments, (3) Argument Retrieval and Ranking, and
(4) Quality Assessment of Arguments. The system has been designed to be extensible,
allowing for easy integration of new tasks.

Acknowledgements. The papers collected in this volume collectively represent signifi-
cant advances in a broad range of challenges and topics in the field of argument mining.
Twenty full papers and one short paper were accepted, from twenty-four submissions.
Submissions received an average of three single-blind reviews. Many of the contribu-
tions included in this volume are a result of the Priority Program “Robust Argumentation
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Machines” (RATIO), which was funded by the German Research Foundation (DFG).
The editors of this volume would like to thank the DFG for its support.
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Abstract. Hypotheses are critical components of scientific argumentation. Know-
ing established hypotheses is often a prerequisite for following and contributing to
scientific arguments in a research field. In scientific publications, hypotheses are
usually presented for specific empirical settings, whereas the related general claim
is assumed to be known. Prerequisites for developing argumentation machines for
assisting scientific workflows are to account for domain-specific concepts needed
to understand established hypotheses, to clarify the relationships between specific
hypotheses and general claims, and to take steps towards formalization. Here, we
develop a framework for formalizing hypotheses in the research field of invasion
biology. We suggest conceiving hypotheses as consisting of three basic build-
ing blocks: a subject, an object, and a hypothesized relationship between them.
We show how the subject-object-relation pattern can be applied to well-known
hypotheses in invasion biology and demonstrate that the contained concepts are
quite diverse, mirroring the complexity of the research field. We suggest a step-
wise approach for modeling them to be machine-understandable using semantic
web ontologies. We use the SuperPattern Ontology to categorize hypothesized
relationships. Further, we recommend treating every hypothesis as part of a hier-
archical system with ‘parents’ and ‘children’. There are three ways of moving
from a higher to a lower level in the hierarchy: (i) specification, (ii) decompo-
sition, and (iii) operationalization. Specification involves exchanging subjects or
objects. Decomposition means zooming in and making explicit assumptions about
underlying (causal) relationships. Finally, operationalizing a hypothesis means
providing concrete descriptions of what will be empirically tested.

Keywords: Complex claims - invasion biology - ontology - scientific hypotheses
© The Author(s) 2024
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4 T. Heger et al.
1 Introduction: Scientific Hypotheses as Complex Claims

In scientific contexts, argumentation is part of established workflows. In an idealized
setting, a research question arises from some applied context or a scientific debate.
Based on this question, the researcher formulates a hypothesis that expresses a rela-
tionship between domain-specific concepts and can be tested empirically. Experiments
or surveys are conducted by measuring the variables or testing the conditions posited
in the hypothesis, and the results are reported together with the empirical methods and
the tested hypothesis in a scientific publication. In such scientific settings, a carefully
developed and thought-through hypothesis (which we see as Toulmin’s [1] “claim” in a
scientific context) is at the core of the argumentation process. This hypothesis must be
specific enough for a researcher to test it empirically. Still, at the same time, it should
also relate to previous general claims made in the community. In actual scientific pub-
lications, the relationship between a hypothesis explicitly formulated for the study’s
context and the general claim it is based on is often neither made explicit nor obvious
[2]. Also, hypotheses are usually given as complex statements that include scientific and
colloquial terms, and the meaning of both can be ambiguous [3]. For instance, the term
“resistance” is used with slightly different meanings by different authors, even within
a given domain, and terms like “often” are interpreted differently by different readers.
Consequently, scientific hypotheses are a challenging case for modeling, as workflows
are required for aligning complex claims with generic structures while at the same time
leaving room for the inclusion of domain-specific concepts and knowledge.

While some suggestions for modeling scientific hypotheses already exist (see
Sect. 2), they are usually hardly accessible to scientists outside the argumentation com-
munity. On the other hand, for experts in formal argumentation, computational linguis-
tics, and semantic modeling, it is not always obvious how best to connect the available
tools and approaches to workflows in empirical sciences. A solution to this challenge is
the formation of interdisciplinary teams. With this publication, we want to share results
from a project that brought together domain experts (in this case, invasion biologists)
with experts from semantic modeling and computational linguistics [4]. Our project aims
to explore how natural language processing (NLP) and semantic modeling can be lever-
aged to enhance workflows in scientific research. More specifically, our long-term goal
is the automated synthesis of research results testing scientific hypotheses in invasion
biology and other domains. To achieve this goal, it is necessary to develop methods for
linking scientific papers reporting on empirical tests to major hypotheses relevant to the
respective domain.

A prerequisite for such an automated linking of empirical tests to hypotheses is the
formalization of hypothesis statements. In this paper, we introduce a framework for trans-
ferring hypotheses given in scientific papers in the form of natural language statements
into more formalized statements. We use examples from the domain of invasion biology
to demonstrate how the framework can help clarify the relationships between the general
hypotheses put forward in scientific debates and specific, complex hypotheses directly
relating to empirical studies. This paper aims to report on our interdisciplinary efforts
to combine domain-specific knowledge of needs and challenges with expert knowledge
of tools and approaches from semantic modeling and NLP. The resulting framework is
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meant as a guideline to be used by experts in a scientific domain who work on synthesizing
the knowledge of their field.

In the following, we first give an overview of related work. Next, we introduce
our working example and use that to introduce our suggestion for moving towards a
formalization of scientific hypotheses. We then report on ongoing applications of the
framework. We point out the limitations of our approach and close with an outlook.

2 Related Work

Our suggestions are based on and related to past and ongoing work in the fields of
argumentation modeling, knowledge representation, and invasion biology.

2.1 Argumentation Modeling for Complex Scientific Claims

Argumentation is studied in different fields and disciplines, like philosophy, computer
science, computational linguistics, and more domain-oriented disciplines like biology.
Especially in philosophy, computational linguistics, and NLP, a common approach is
to develop abstract representations of arguments and argumentation processes to under-
stand communication processes and how dissent and consensus form. In this context,
“toy arguments” are often used to demonstrate the applicability of the respective abstract
and formalized argumentation schemes (e.g., [1, 5]). A complementary approach uses
Al-based tools for mining arguments in large amounts of data containing informal, pri-
marily textual statements of real-world arguments (see this survey: [6]). While formal
accounts are often difficult to apply and to scale up to complex real-world arguments,
data-driven argument mining usually does not account for formal aspects of arguments
formulated in text.

Regarding formal argumentation analysis, few studies have focused on scientific
literature. One example is [7], where the authors suggest an explanatory argumentation
framework (EAF) for representing argumentation processes among scientists. In that
case, the goal was to model the conceptual structure of the main arguments brought
forward by different agents in a scientific debate. The focus of this approach is not so
much on the relationship between general and specific claims, nor is the aim to guide
hypothesis formulation or identifying hypotheses in texts.

2.2 Knowledge Representation: Modeling Scientific Language with Knowledge
Graphs

Semantic Web techniques provide ways to formalize knowledge. On the one hand, this
allows machines to act on information; on the other hand, this supports humans in
providing concrete representations (e.g., making hidden assumptions and subtle dif-
ferences in understanding explicit). Knowledge graphs are one such approach that is
widely regarded as very promising. They are successfully used in industry but also
in scientific settings. In knowledge graphs, nodes represent entities of interest, while
edges represent relations between these entities. The graphs are encoded in a (typically
machine-actionable) graph data model [8]. One example of their application to model
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scientific language is [9]. They suggest representing evidence from empirical studies in
neuroscience in the form of Research Maps!. Here, hypothesized causal relationships
are represented as directed graphs, where each node gives the identity and properties of
a biological phenomenon. Experimental evidence can be fed into the graphs, allowing
to visually represent alignment or disagreement between hypotheses and evidence. This
approach, however, focuses on representing the results of empirical work. Consequently,
the scheme does not allow for clarifying hierarchical links between complex hypotheses
tailored to empirical settings and general, major claims. Also, the aim is to provide tem-
plates that researchers can fill out to report their results in a machine-actionable format;
the framework is not intended to enhance argument analysis in textual publications.

With a specific focus on formalizing scientific hypotheses, [10] suggested the DISK
framework and ontology. DISK was designed to enable automated discovery, hypothesis
testing, and revision. As in the case of the Research Maps framework, the focus is on
modeling results from empirical studies. Therefore, modeling hierarchical relationships
between hypotheses is not straightforward in this setting. Also, as far as we know, the
framework has not been implemented and used. It remains unclear how DISK could be
used to discover complex versions of hypotheses in actual scientific publications.

Since natural language hypothesis statements can be pretty complex, a stepwise
approach towards formalization is practical. The AIDA language suggested by [11] offers
a first-step method. This method translates natural language statements into atomic,
independent, declarative, and absolute sentences. Such sentences can then derive valid
nodes in a knowledge graph.

2.3 Hypothesis Representation in Invasion Biology

Invasion biology studies human-induced transport, introduction, establishment, spread,
and impact of organisms. Due to global transport and trade, many species have been
translocated to areas outside their natural range [12]. Research in this field is concerned
with identifying mechanisms of invasions, often motivated by the goal of developing
management solutions. The field is of particular interest in the context of argumentation
because numerous major hypotheses have been formulated over time on why species
can establish and spread [13—15] (Table A1). This allows for identifying sets of scientific
publications that argue for or against one of these hypotheses [16]. Such sets can then
be used to develop and test methods for argumentation analysis [17].

In previous work, Heger, Jeschke, and colleagues suggested the hierarchy-of-
hypotheses (HoH) approach, according to which scientific hypotheses can be repre-
sented as hierarchies [2, 16]. In an HoH, a broad, general claim is given as an over-
arching hypothesis at the top level, which branches out into more specific versions
or sub-hypotheses forming the lower levels. These sub-hypotheses either specify how
research on that overarching question has been implemented (‘operational hypotheses’)
or represent conceptual refinements, which can be either specification (e.g., spelling out
factors that could have caused an effect) or decompositions (e.g., illustrating the partial
arguments contained in a broad claim). Concerning the latter, [18] has suggested that it

1 https://researchmaps.org/.
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can be helpful to represent mechanistic hypothesis refinements as causal network dia-
grams. Decomposition then means adding nodes to a causal chain or network. In the
following, we build on these ideas for a stepwise formalization of complex scientific
claims.

3 Example: The Biotic Resistance Hypothesis

To demonstrate the challenges connected to treating hypotheses as complex claims in
a real-world setting, we give an example of one of the major hypotheses suggested as
a potential explanation for the successful establishment and spread of invasive species,
namely the Biotic Resistance Hypothesis. In its general version, this hypothesis posits
that “An ecosystem with high biodiversity is more resistant against non-native species
than an ecosystem with lower biodiversity” [19]. In scientific papers, however, such a
general formulation is rarely used [17]. Instead, authors of scientific papers tend to use
formulations that directly account for the particular case they chose to study and the spe-
cific experimental setting. For example, a publication presenting results from empirical
tests of the Biotic Resistance Hypothesis used the following formulations: “...species
already in the community with similar functional traits to those of the invaders should
have the greatest competitive effect on invaders.” “We used experimental communities
in a serpentine grassland in California, USA, to assess the extent to which [...] func-
tional diversity influenced success of two different types of invading plants: early-season
annuals (E) and late-season annuals (L)[...]”. [20].

Such complex statements, differing significantly from the general claim they relate
to, can be pretty hard to identify for standard NLP classifiers [17]. Even for scientists,
at least those not familiar with the respective claim and underlying theory (e.g., freshly
starting Ph.D. students), the link of these complex statements to the major hypothesis is
often hard to recognize. An argumentation machine assisting the understanding of such
complex claims and aiding the development of own related hypotheses would therefore
be helpful [4]. However, this requires developing a framework for formalizing scientific
hypotheses and clarifying links between general and specific hypothesis formulations.
In the following, we present a suggestion for such a framework.

4 Towards Formalizing Scientific Hypotheses

Our suggestion involves several steps (Fig. 1). Natural language statements of general
hypotheses are reformulated into AIDA statements [11] by domain experts. These state-
ments are subsequently translated into further formalized statements of the form sub-
ject—relationship—object. A classification scheme allows linking the general statement to
the specific claims, and ontologies specify their components. Further, NLP classifiers are
used to identify general and specific hypothesis statements in texts (this step is described
in [17, 21]).
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Fig. 1. Suggested workflow for developing semi-formal hypothesis statements and clarifying
links between general hypotheses and hypothesis statements in scientific texts.

4.1 A Generic Structure for Scientific Hypotheses

Moving towards a formalized representation of scientific hypotheses in invasion biology,
starting with broad, major hypotheses, is helpful because these are usually less complex
than the refined versions formulated in papers reporting on empirical tests. Taking ten
major hypotheses in invasion biology as examples, the invasion biology experts amongst
the author group translated the textual versions (Table Al) into AIDA statements, fol-
lowing the methodology suggested in [11]. From these, the domain experts developed
formalized versions consisting of a subject, an object, and a hypothesized relationship
between these two (analogously to the familiar format of subject-predicate-object triples
in edge-labeled graphs, e.g., knowledge graphs encoded in the RDF data model). The
subject and the object are often complex in themselves, and we introduced further for-
malization by distinguishing the core variable, a qualifier for cases in which the core
variable has qualitatively distinct states, and a term giving further context concerning
settings in which the statement holds (Table A2).

4.2 Linking Hypothesis Formulations to Semantic Models

A critical element in moving from natural language formulations of hypotheses to for-
malized statements is linking the constituting concepts to entities in machine-actionable
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ontologies. We suggest using the SuperPattern Ontology> [22] to model the hypothe-
sized relationships between subject and object as well as the qualifiers. It contains a set
of relations useful for describing causal relationships (e.g., “contributes to”, “prevents”,
“inhibits”) and comparisons (e.g., “has smaller value than”, “has larger value than”).

Some invasion biology hypotheses are initially given in a comparative form. This
is the case for the Biotic Resistance Hypothesis but also for Darwin’s Naturalization
Hypothesis, the Disturbance Hypothesis, the Island Susceptibility Hypothesis, the Lim-
iting Similarity Hypothesis, and the Phenotypic Plasticity Hypothesis (Table A1). The
underlying ideas, however, refer to causal relationships. In these cases, we suggest that
both variants can be helpful, the comparative version that is close to the original textual
definition and an additional causal version referring to the underlying causal reasoning
(Table A2). We think of the comparative versions as some kind of operationalization:
In an empirical setting, comparative claims are usually easier to test than causal claims
since the former do not necessarily demand to implement experiments. We suggest for-
malizing the causal variants of the hypotheses in such a way that the subject always
gives the invasion driver, i.e., the factor hypothesized to be the underlying force behind a
biological invasion or its impacts. The object describes the expected invasion outcome.

As Table A2 demonstrates for the ten hypotheses, the variables and the terms giving
context for each subject and object are complex, with little overlap in the used concepts
or terms (an exception being “invasion success”). This mirrors the complexity of the
scientific field of invasion biology, with many potentially influential factors. We, there-
fore, chose a stepwise approach for modeling them in an ontology created explicitly
for this purpose, i.e., the Invasion Biology Ontology INBIO [23]. First, we obtained
expert opinion to identify core terms in each of the ten hypotheses. For the Biotic Resis-
tance Hypothesis, these terms were “ecosystem”, “biodiversity” and “species”. Next, we
searched for existing ontologies containing these terms; where this was successful, we
used a fusion/merge strategy to integrate respective modules into the INBIO [24]. In
further steps, more concepts have been added to provide full conceptual models of the
subjects and objects of the ten hypotheses.

The suggested generic structure does not necessarily capture the structure of all
scientific hypotheses, but we suggest it can be beneficial for hypotheses describing
causal relationships. Hypotheses representing generalized statistical claims (descriptive
or statistical hypotheses [25]) do not necessarily follow this form. In our set of ten
hypotheses, this was the case for the Tens Rule, which posits that “Approximately 10%
of species successfully take consecutive steps of the invasion process” (Tables Al and
A2).

4.3 Classifying Relationships Between General and Specific Claims

The previous two subsections have described steps toward formalizing broad, overar-
ching hypotheses. A next step that we consider necessary for linking these formalized
versions of major hypotheses to actual hypothesis statements in publications reporting
on empirical tests is to clarify the relationship between the overarching hypotheses and
the refined sub-hypotheses. Building on the HoH approach, we suggest treating every

2 https://larahack.github.io/linkflows_superpattern/doc/sp/index-en.html.
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hypothesis as a component of a hierarchical system with ‘parents’ and ‘children’. As
described in [2], we recommend distinguishing between three kinds of refinements: (A)
decomposition, (B) specification, and (C) operationalization (Fig. 2).

A low
' invasibility
of that ecosystem

Decomposition

N
/7 N\
low
invasibility
B low
of that ecosyste

Specification

low
-
of that ecosystem
C low
-
of that ecosystem

l Operationalization

Number of established
individuals and reproductive
success of six invasive plant

species

Fig. 2. Three approaches for relating general versions of scientific hypotheses to more specific
ones, demonstrated with the example of the Biotic Resistance Hypothesis in invasion biology:
(A) decomposition, (B) specification, and (C) operationalization. See the main text for more
information.

With decomposition, we denote the process of making those causal relationships
explicit, which are implicit parts of the reasoning behind a hypothesis (see [18] for a
worked example of the Enemy Release Hypothesis). Coming back to the Biotic Resis-
tance Hypothesis, the general definition points out the negative effects of high biodiversity
on invasion success, whereas [20] hypothesizes a competitive effect of native species on
invaders. An expert in invasion biology can draw from background knowledge to make
the connection. For such an expert, it will be evident that intense competition affects
invasion success. The refinement of the Biotic Resistance Hypothesis in [20] thus adds
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nodes to the hypothesized causal graph, making more of the hypothesized mechanism
explicit (Fig. 2A).

In the above example, the authors additionally applied the specification strategy.
Specifying a hypothesis involves exchanging the nodes of the hypothesized causal chain
or network with more concrete versions (Fig. 2B). In the cited example, instead of testing
for a general effect of high biodiversity on the chosen invasive species, the authors tested
for functional diversity effects. By functional diversity, the authors meant the presence
or absence of plant species representing one of four groups that differ in their ecological
behavior, namely early-season plants with an annual life cycle, late-season species with
an annual life cycle, grasses growing in bunches and living longer than one year, and
herbs with the ability to fix atmospheric nitrogen.

The third possibility in which a specific version of a hypothesis can be linked to its
general version is operationalization. To operationalize a hypothesis means to describe
what exactly will be empirically tested. In the described case, the authors chose to exam-
ine the effects of manipulating the composition and diversity of native species of the four
functional groups (early-season annuals, late-season annuals, perennial bunchgrasses,
and nitrogen fixers). Their dependent variable or ‘object” was the number of established
individuals and the reproductive success of six selected invasive plant species from those
groups (Fig. 2C).

The described operations can also be applied in the other direction. For example,
a hypothetical complex causal chain or network can be simplified, which would be
the inverse of decomposition (Fig. 2A). An existing hypothesis, perhaps derived from
studying a specific context, can be generalized to a broader context (e.g., in terms of taxa
or life stages covered, geographic range or other ecological gradients); this would be the
opposite of specification (Fig. 2B). Finally, from a hypothesis generated, e.g., from an
empirical observation under specified experimental conditions, a broader, more abstract
version can be derived; such an abstraction would be the opposite of an operationalization
(Fig. 20).

The suggested scheme can be a basis for linking actual hypothesis statements in
publications reporting on empirical tests to major, more general hypotheses [2, 16]. For
example, in their literature review on the Biotic Resistance Hypothesis, [19] identified 15
empirical studies that focused on functional diversity as a specific form of biodiversity,
whereas 126 empirical tests in their dataset instead studied species richness, which is a
different specification of biodiversity.

To allow for the implementation of the framework in the context of argumentation
analysis, we are currently developing a Hypothesis Ontology containing the concepts
identified as hypothesis components and the possible relationships between general and
specific variants, as just described. Figure 3 depicts the already developed modeling of
types of entities and their relationships; adding concrete instances belonging to these
types (e.g., the Biotic Resistance Hypothesis as one specific Hypothesis) is ongoing
work. In this model, a Hypothesis is linked to a HypothesisDefinition. The definition
“An ecosystem with high biodiversity is more resistant against non-native species than
an ecosystem with lower biodiversity” [19] will be one instance of the type Hypoth-
esisDefinition. The distinction between the Hypothesis and the HypothesisDefinition
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is necessary, as several subtly different definitions exist for many high-level hypothe-
ses. Each of these definitions is further captured in a HypothesisStatement. We model
HypothesisStatements as SuperPatternInstances [22]. They possess a Label, Context,
Subject, Relations, Objects, and Qualifiers. Subjects and Objects can be complex and
consist of Qualifiers, Variables, and Contexts. Hypothesis and HypothesisDefinitions
can have subclass relationships to reflect the hierarchical structure described above. A
Hypothesis can be supported (or refuted) by Evidence and equipped with Provenance
as defined in the Prov-O ontology>.

Has
SubHypothesis
Hypothesis
Has Y
Dei‘”"m"k HypothesisDefinition

HypothesisStatement

‘ Qualifier ‘ ‘ Variable ‘ l Context ‘

Fig. 3. Conceptual scheme for the Hypothesis Ontology

S Applications of the Framework

The current situation in which major scientific research results are mainly published in
PDF format hinders the integration of Al technology in scientific workflows [26]. An
important step towards overcoming this barrier would be to enrich the bibliographic
meta-data of scientific publications with machine-readable information about the pub-
lications’ content, including studied hypotheses. The suggested framework and related
semantic modeling can provide a basis for such endeavors. We are currently explor-
ing two parallel pathways in this direction. The first of these pathways involves using
Wikidata to link entries about publications to entries about hypotheses, while the second
introduces hypotheses as a publication type in its own rights.

The Wikidata pathway builds on community curation workflows under the umbrella
of the WikiCite initiative that collects bibliographic metadata in Wikidata [27]. It further
involves the development of tools for exploring the resulting knowledge graph (e.g.
[28]). In this context, we regularly identify invasion biology publications and annotate
them as such, with additional workflows to annotate the identified publications for author

3 https://www.w3.org/TR/prov-o/.
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disambiguation, main subjects, or methods used. For each hypothesis to be used in this
workflow, a dedicated Wikidata entry is required, and we have created such entries for
the most common hypotheses in invasion biology, including those listed in Table Al.
These entries can then be annotated, e.g., in terms of the publications from which they
originated or the concepts they relate to. The aim is to establish links between the
hypotheses and scientific publications testing or discussing them. In the future, this will
allow for better findability of relevant publications in an Open Science environment and
options for on-demand meta-analyses [29].

For the second pathway, we developed a scheme for a new publication type -
Hypothesis Descriptions [30]. Such Hypothesis Descriptions are aimed at formalizing
how invasion biology hypotheses are described (especially in terms of which concepts
and relationships they cover) and how differences between hypothesis variants can be
expressed, both for humans and in a machine-actionable fashion. This scheme is pio-
neered in the open-science journal Research Ideas and Outcomes [31] and builds on the
nanopublication standards beginning to be adopted in biodiversity-related publications
[32].

In the context of invasion biology (and other fields of science), the suggested frame-
work can further be used as a guideline for formulating hypotheses. In invasion biology,
the ambiguity of hypothesis formulations is often considered challenging (see, e.g., [33]).
Still, it is not an established practice to carefully consider the relationship between a spe-
cific, complex claim made in a publication and the general version it has been derived
from or to use consistent language for formulating hypotheses. We suggest that our
framework could offer guidance, thus enhancing research efficiency. For example, in the
case of the Enemy Release Hypothesis, empirical research so far has mainly focused on
only one of its components [33, 34]. However, to establish whether or not this hypothesis
can be regarded as a reasonable explanation for invasion success, it would be necessary
to study the complete hypothesized causal chain. Such gaps are more easily identified
if respective publications clarify which kind of hypothesis refinement is chosen for the
study context.

6 Limitations

Invasion biology, the research domain we used to develop our framework, is a relatively
straightforward example because the domain is characterized by many explicitly formu-
lated major hypotheses repeatedly synthesized by the scientific community [13—16]. In
other disciplines, it might be much harder to even identify such general claims. For the
neighboring discipline of urban ecology, [35] demonstrated how similar lists of major
hypotheses can be collated with a combination of expert involvement and literature anal-
yses. This general approach can, in principle, be applied to any other scientific domain.
Also, we believe that the NLP models we develop based on the introduced hypothe-
sis formalization can be used later for automatic/semi-automatic hypothesis discovery
in other fields as well. The suggestion for linking specific formulations of empirical
tests to general claims is also not limited to an application in invasion biology. [36]
demonstrated how specific claims in medicine can be linked to a general, major claim
by specification and operationalization. Still, future work is needed to clarify for which
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scientific domains it is possible and useful to implement all steps towards hypothesis
formalization outlined above.

Currently, it is an open question how our ontology-based, multi-level formalization
of hypotheses can feed into NLP-based argument mining methods, i.e., hypothesis iden-
tification in particular [21]. While much recent work is on integrating language modeling
and knowledge graphs, it is unclear how these methods scale to the complex problem
of hypothesis identification in scientific papers, which requires deep semantic reasoning
and domain-specific knowledge. In future work, relevant ontologies will be integrated
with text-driven approaches to argument mining and enhance the implicit knowledge in
language modeling-based approaches with explicit knowledge. This can be achieved, for
instance, with recent methods for so-called “knowledge injection into language models”,
see [25].

Moving towards formalizing scientific hypotheses requires exchanging complex nat-
ural language with streamlined and unified terms and concepts. It is necessary to carefully
study under which conditions the gain of formalizing outweighs the potential informa-
tion losses during this process. This challenge can become even more demanding once
the semi-formal statements suggested in Table A2 are further transformed, e.g., into log-
ical statements that provide a foundation for automated reasoning. An annotation study
could be a practical next step to help clarify how well our proposed scheme can capture
complex hypothesis statements in actual scientific texts.

7 Conclusions and Outlook

In this article, we suggested a framework for moving towards a formalization of scientific
hypotheses and clarifying links between general and specific hypothesis formulations.
Developing the framework was an interdisciplinary effort, considering knowledge from
invasion biology, philosophy of science, computational linguistics, and semantic mod-
eling. We suggest our framework can be helpful for argumentation analysis in scientific
publications. Further, it can help in taking steps towards reprocessing scientific pub-
lications and making published research available for Al-based analyses. Finally, the
framework can guide researchers during the hypothesis formulation process. We sug-
gest that domain experts can directly profit from our framework because it motivates to
make intuitions explicit and fosters conceptual analysis, which can directly benefit the
quality of scientific work [37].

Therefore, implementing the framework as a user interaction tool is an essential next
step. A prototype of such a tool already exists, and a first version will soon be available
at hi-knowledge.org*. The tool will help researchers identify major invasion hypotheses
in texts, link to background information necessary for understanding technical terms,
and, in the future, offer guidance to formulate their own specific and complex research
hypothesis tailored to the focal empirical setting. Implementing Al-based tools in all steps
of the scientific workflow is a timely and urgent need. This would significantly enhance
efficiency [38] and allow for better utilization of knowledge gained in research for
solving current societal challenges. We hope our framework will motivate and facilitate
innovative steps in this direction.

4 https://hi-knowledge.org/.
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Appendix

Table Al1. Ten major hypotheses in invasion biology and their textual definitions as given in [39].

Hypothesis Acronym | Definition

Biotic resistance hypothesis BR An ecosystem with high biodiversity is more
resistant against non-native species than an
ecosystem with lower biodiversity

Darwin’s naturalization hypothesis | DN Invasion success of non-native species is higher
in areas that are poor in closely related species
than in areas that are rich in closely related

species
Disturbance DS Success of non-native species is higher in
Hypothesis highly disturbed than in relatively undisturbed
ecosystems
Enemy release ER The absence of enemies in the exotic range is a
Hypothesis cause of invasion success
Invasional meltdown hypothesis ™M The presence of non-native species in an

ecosystem facilitates invasion by additional
species, increasing their likelihood of survival
or ecological impact

Island susceptibility hypothesis 1S Non-native species are more likely to become
established and have major ecological impacts
on islands than on continents

Limiting similarity hypothesis LS Success of non-native species is high if they
strongly differ from native species, and it is low
if they are similar to native species

Phenotypic plasticity PH Invasive species are more phenotypically
Hypothesis plastic than non-invasive or native ones
Propagule pressure hypothesis PP High propagule pressure (a composite measure

consisting of the number of individuals
introduced per introduction event and the
frequency of introduction events) is a cause of
invasion success

Tens rule TEN Approximately 10% of species successfully
take consecutive steps of the invasion process
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Table A2. Semi-formalized representations of ten major hypotheses in invasion biology. For
hypotheses stated as comparisons (Table A1; relationship “has larger value than™), a causal variant
is also given. In the causal hypothesis variants, the subject describes the hypothesized driver and
the object of the invasion outcome. H: Hypothesis, Q: Qualifier. For acronyms, see Table Al.

H Subject Relation- Object
ship
Q Variable Context Q Variable Context
BR Biodiversity in an ecosys- has larger biodiversity in an ecosys-
tem resistant value than tem with low
against non-na- resistance
tive species
High biodiversity in an ecosys- contributes low invasibility of that eco-
tem to system
DN Invasion in ecosystems  has larger invasion suc-  in ecosys-
success poor in closely  value than cess tems rich in
related species closely re-
lated species
Low number of spe- in an ecosys- contributes high invasion suc-  of this spe-
cies closely re- tem to cess cies in this
lated to a non- ecosystem
native species
DS Invasion suc-  in highly dis-  has larger invasion suc-  in relatively
cess turbed ecosys-  value than cess undisturbed
tems ecosystems
High disturbance of an ecosys- contributes high invasion suc-  of non-native
tem to cess species in
that ecosys-
tem
ER No enemies ofaspeciesin  contributes high invasion suc-  of this spe-
its non-native  to cess cies in the
range new range
M Invasion suc-  of previously enables invasion suc-  of new non-
cess arriving non- cess or impact  native spe-
native species cies
1S Invasion suc-  on islands has larger Invasion suc-
cess and im- value than cess and im-

pact of non-na-
tive species

pact of non-na-
tive species

(continued)
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Table A2. (continued)

H Subject Relation- Object
ship
Q Variable Context Q Variable Context
Arrival on is- contributes high invasion suc-
land and not to cess and im-
continental pact
land
LS Invasion suc- in ecosystems  has larger invasion suc-  in ecosys-
cess poor in func- value than cess tems rich in
tionally similar functionally
species similar spe-
cies
High functional sim- ofinvasive contributes low invasion suc-  of that spe-
ilarity to native species in an to cess cies in that
species ecosystem ecosystem
PH Phenotypic of invasive has larger phenotypic of non-inva-
plasticity species value than plasticity sive or native
species
High phenotypic of anon-native contributes high invasionsuc-  of this spe-
plasticity species to cess cies
PP High propagule pres- of a speciesin  contributes high invasion suc-  of this spe-
sure its non-native  to cess cies in that
range arca
TEN n/a n/a n/a n/a n/a
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Abstract. We explore the possibility of leveraging model explainability
methods for weakly supervised claim localization in scientific abstracts.
The resulting approaches require only abstract-level supervision, i.e.,
information about the general presence of a claim in a given abstract,
to extract spans of text that indicate this specific claim. We evaluate
our methods on the SciFact claim verification dataset, as well as on a
newly created dataset that contains expert-annotated evidence for sci-
entific hypotheses in paper abstracts from the field of invasion biology.
Our results suggest that significant performance in the claim localization
task can be achieved without any explicit supervision, which increases
the transferability to new domains with limited data availability. In the
course of our experiments, we additionally find that injecting information
from human evidence annotations into the training of a neural network
classifier can lead to a significant increase in classification performance.

Keywords: Explainability + Evidence localization - Claim verification

1 Introduction

A claim lies at the center of most scientific publications, as it constitutes the
core proposition that is put forth for consideration and is targeted by the pre-
sented evidence [19]. Detailed knowledge about these claims addressed in scien-
tific publications is essential for tasks like literature search and scientific claim
verification [40], leading to a variety of research targeted at the annotation,
recognition and localization of claims in scientific abstracts and full texts (see
Sect. 2.1). Despite significant progress being made, the reliance on direct super-
vision (e.g., [23,41]) often limits the potential of these approaches, since large
and high-quality datasets are uncommon in general and not present at all in
many specific domains, and since existing models struggle to generalize to differ-
ent domains [36]. Especially for the task of localizing evidence for claims within
a text, the annotation process for creating the dataset is very time-intensive
© The Author(s) 2024
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and thus more costly, which naturally raises the question of whether a weaker
supervision signal, that could be quicker, easier and more consistent to annotate,
could be sufficient for solving this complex task.

In this study, we explore the possibility of using weak supervision for the
task of claim localization in scientific abstracts. The supervision signal is the
information about the general presence of a specific claim in a given abstract (i.e.,
a textual formulation of that claim or a discrete claim label). This information
is used to train a standard neural network classifier that is able to verify the
presence of such a semantically distinct claim in a given abstract. We then use
model explainability approaches to create a rationale for the classification, which
therefore selects spans or sentences from the input that constitute the evidence
for the given claim. This is, to our knowledge, the first study that explores the
sole use of weak supervision for solving this task.

To test our methods, we evaluate them on two datasets of scientific abstracts
with annotated evidence. The first one is the INAS dataset [3], a dataset con-
sisting of scientific abstracts from the field of invasion biology, annotated with
information about which hypothesis from the field is addressed. Since no evidence
annotations are provided by [3], we perform our own annotation study and anno-
tate 750 abstracts with span-level hypothesis evidence. The second dataset is the
SciFact dataset [35], which consists of hand-written claims for a set of scientific
abstracts, in combination with sentence-level evidence annotations.

To explore the limits of using explainability approaches for evidence local-
ization, we perform an experiment on injecting the information from evidence
annotations into the training process of neural network classifiers. A similar app-
roach has been explored by [38], but we are not aware of such techniques being
used for claim verification. In our testing, we find that our method is able to
drastically increase the classification performance of the resulting classifier.

The rest of our work is structured as follows: In Sect. 2 we provide background
knowledge about scientific claim detection as well as the concept of using input
optimization for model interpretability, while Sect.3 will describe the datasets
used in this study. Section4 then explains our approach for localizing claim
evidence as well as a method for injecting evidence information into a stan-
dard neural network classifier, while Sects. 5 and 6 will detail the corresponding
experiments and results. Section 7 concludes this work with final thoughts and
remarks.

The code for the experiments conducted in this study is available at
github.com/inas-argumentation/claim_localization.

2 Background

2.1 Scientific Claim Detection

Scientific claim detection has its root in the field of general argument mining,
which was formally introduced by [22] and is concerned with locating, classifying
and linking argumentative components (so-called argumentative discourse units)
in a given argumentative text. Based on the general theory of argumentation
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[8,22,34] determined the claim to be the center of an argument, as it is the
core proposition that is put forth for consideration. A claim, by its nature, is
not inherently true and requires further substantiation, which is provided by
premises, i.e., statements that are generally accepted to be true and do not
require further support [29].

As scientific texts are argumentative in nature, the field of argument min-
ing naturally extends to the scientific domain. Recognizing the argumentative
structure in a scientific text, as well as the main claim in particular, is essential
in tasks like literature search and scientific claim verification [40], leading to the
creation of a variety of annotation schemes and datasets [1,10,31,32], many of
which focus specifically on the scientific claim: [2] creates a detailed annotation
scheme that captures the variety of ways a claim can be formulated in a scientific
abstract, [35] create the scientific claim verification task by creating a dataset of
hand-written scientific claims and by annotating which sentences in a corpus of
scientific abstracts supports or refutes them, and [3] focus on a precise semantic
categorization of scientific claims by annotating and classifying claims according
to a domain-specific hypothesis network.

Given a specific claim, our study addresses the precise localization of evi-
dence for this exact claim in a given scientific abstract. While many approaches
have been proposed to solve similar tasks [2,13,23,41], these methods leverage
data annotated on sentence level for supervised learning, which can limit their
potential due to the rather small available datasets and the unavailability of any
annotated data in many domains. Reasons for this lack of data include the need
for expert annotators caused by the focus on the scientific domain, the time-
intensive annotation process, as well as the complexity of the annotation task
even for domain experts [11].

To our knowledge, no method exists that can reliably detect and locate claims
in scientific texts without access to a dataset of samples with explicit sentence-
level claim annotations, which can be a problem if a model shall be adapted to
a new domain without an existing dataset, as performance has been shown to
significantly decrease on out-of-domain samples [36]. Our study aims at closing
this gap by creating an approach that only requires weak supervision in the
form of abstract-level labels, thus drastically reducing the time and cost needed
to create a training set for a new domain.

2.2 Input Optimization for Model Interpretability

For many datasets, evidence annotations for specific claims constitute a ratio-
nale for a corresponding classification (e.g., for the claim verification task [35],
claim evidence is an explanation for an abstract-level validity label). This char-
acterization of claim evidence creates a natural connection to the field of model
interpretability, which is concerned with creating explanations for decisions (e.g.,
classifications) of black-box machine learning models like neural networks. In the
field of natural language processing, explanations for classifications often take
the form of individual scores assigned to each input token, with a higher score
indicating an increased significance of that token for the predicted score. While
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a variety of methods have been proposed [20], we will focus on a recent study
by [4], as their method called MaRC (Mask-based Rationale Creation) is specif-
ically designed to extract longer, consecutive spans of text as explanations, thus
making the explanations better aligned with human reasoning and annotations.

The MaRC approach relies on the concept of input optimization: As neural
networks are differentiable, it is possible to calculate the gradient of an objec-
tive function with respect to the input features. The MaRC approach uses this
concept to remove words from the input by gradually replacing them by PAD
tokens (in the case of BERT) in a way that maximizes the likelihood of the class
that is to be explained, meaning that the words that remain are highly indicative
of the respective class.

The MaRC approach assigns parameters w; and o; to each input word x;, to
calculate a mask A in the following way:

Wi—j = W; - €XP ( - @) (1)
Aj = sigmoid(z Wi—sj) (2)

7

The weight w; of a word x; is mainly responsible for its mask value A;, but each
weight w; also influences the mask values of the words around it: d(4, j) denotes
the distance between two words while w;_,; denotes the influence of weight w;
towards A;. This mask value ); is simply calculated by applying the sigmoid
to the sum of all influences onto this mask value. This parameterization of the
mask, together with an objective function that encourages large values of o, leads
to smooth masks with long consecutive spans of texts being selected. Using this
mask, two altered inputs are created:

F=Xa+(1-A\)-b (3)

F=(1—A)-z+A-b (4)

b is here an uninformative background (e.g., PAD tokens for BERT), meaning
that = is created by applying the mask to input x which removes low-scoring
words from the input, while ¢ applies the reverse mask. The actual objective
function that is optimized is the following:

arg min  — L(Z,¢) + L(Z¢) + 2\ + 25 (5)

w,ocER™

where we optimize our mask to maximize our class probability of desired class ¢
(given by L(Z,c)), meaning that we select words that indicate this class, while
minimizing this likelihood for the reverse mask, meaning that words indicative
of ¢ will not be masked. The additional regularizers enforce sparsity ({2)) and
smoothness ({2,) of the mask. For a more detailed description and derivation,
see [4].
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3 Datasets

3.1 The INAS Dataset

We evaluate our claim localization approach on the INAS dataset [3]. The dataset
consists of 954 paper titles and abstracts from the field of invasion biology, a field
concerned with the study of human-induced spread of species outside of their
native ranges, caused by factors like global transport and trade. The samples
are annotated with labels indicating which of the ten main hypotheses in the
field are addressed in a given paper, in combination with an even more fine-
grained categorization about specific sub-hypotheses addressed in them, based on
a hypothesis network created by [14]. We perform our own annotation study and
asked three experts in the field of invasion biology to annotate 750 samples with
span-level evidence. The task was to annotate all spans that, to the trained eye,
indicate which hypothesis is addressed in the given paper, even if the hypothesis
is not explicitly named or stated.

50 samples were annotated by all annotators and we achieved a rather low
F1 score of 0.389, indicating that this is a generally challenging annotation task
even for domain experts. This is in part caused by one annotator having much
lower agreement with the other two, indicating that annotation guidelines were
interpreted slightly differently, which, for such a complex task, can quickly reduce
agreement scores. The higher F'1 score of 0.579 between the other two annotators
shows that the general task is well-defined and thus suitable to be tackled by
neural networks.

3.2 The SciFact Dataset

We also evaluate our approach on the SciFact dataset [35]. It consists of 5,183
abstracts from a collection of well-regarded journals, in combination with a set
of 1,409 hand-written claims that are supported or rejected by papers from the
corpus. The papers that verify or reject a claim are annotated on sentence-level
with evidence for the respective classification, so that, in contrast to the span-
level annotations for the INAS dataset, each sentence completely belongs to the
evidence or not.

4 Method

4.1 Span-Level Claim Evidence Localization

We propose a method to perform weakly supervised span-level claim evidence
localization. In this setting, we assume the availability of a training set of
texts labeled with information indicating which claim (from a fixed set of
known claims) is addressed in each of them. Given a text consisting of words
T1,...,Tp, the task of weakly supervised claim localization is now to predict a
set I C {1,...,n} of indices of words that are part of the ground truth claim
evidence annotated by a human annotator. We propose to utilize the MaRC
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approach (see Sect. 2.2) to solve this task by first training a classifier to perform
the claim identification task using only abstract-level labels, which is a standard
text classification problem. Afterward, MaRC can be used to create an expla-
nation for the classification of a given sample to produce importance scores for
each word in the abstract.

For improved rationale predictions, we propose to perform the optimization
from Eq.5 with respect to several models, but for a single set of mask values.
Input optimization is known to overly adapt to the particularities of a given
model, which we hypothesize to be mitigated by optimizing with respect to
multiple models at once.

4.2 Sentence-Level Claim Evidence Localization

We also propose an approach for sentence-level claim evidence localization. The
precise task we consider slightly differs from the one described in the previous
section, as here we assume claims to be present in textual form, and to not
originate from a fixed set of known claims. Given a claim and an abstract, the
task is to predict one of the three labels {Supports, Refutes, Not Enough Info}.

We again start by training a standard text classification model, which now
receives the claim and abstract as inputs and predicts one of the three given
labels as output. While it would be possible to employ the same procedure
as described in Sect.4.1 and compute sentence scores from the scores for the
individual words, this could lead to uncertainties in the case of only very few
words in a sentence being selected, as these could be highly important (thus
making the whole sentence important) or simple artifacts caused by important
words from a neighboring sentence exerting influence.

For this reason, we directly optimize mask weights wy, ..., w,, with one value
being assigned to each input sentence s; € {s1,...,s,}, and define \; = o(w;)
as the mask value for the sentence. We also alter the interpretation of the mask
values \: Before, each input embedding was linearly blended towards an unin-
formative embedding, as the input embedding Z; of token ¢ was defined to be
Z; = N -x; + (1 — N;) - b;. Despite good performance of this approach [4], these
shifted embeddings constitute out-of-domain inputs as they are not encountered
during training, therefore potentially leading to unpredictable behavior of the
network. Therefore, we explore the possibility of treating A as a set of probabil-
ity distributions, with each A; being the parameter of a Bernoulli distribution
indicating the probability of sentence s; belonging to the input. This allows sam-
pling of inputs from this distribution, with each sentence being either completely
present or completely removed (replaced by [PAD] tokens) in a given sample. We
then optimize this distribution to increase the likelihood of samples with high
scores according to our objective, leading to the following optimization problem:

arg min E,, o [-L(Z,c) + L(Z, )] + 2 (6)
weR™

where T and Z€ are computed using the mask m sampled from A similarly to
Eq. 3 and Eqg. 4, but on sentence-level. This equation can not be optimized using
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standard gradient-descent, as it contains an expectation over a probability dis-
tribution. We therefore use the score function estimator [9]:

0

0
5 EmNp(-;)\) [f(m)] = EmNp(-;)\) f(m)i Ing(m; )‘) (7)

oA
The expectation on the right side can now be approximated by sampling a batch
of masks from A, with f(m) being our likelihood scores for mask m as defined
in Eq. 6.

For our specific task, only the sentences from the abstract are masked, while
the claim does not receive a mask value to be optimized. Again, we perform the
optimization with respect to multiple trained classifiers as further regularization.

4.3 Evidence Injection

While our general methods aim at using weak supervision only, we also explore
how far the results can be improved by using evidence annotations in the course
of the base classifier training. To do this, we develop a method to inject evi-
dence annotation information into the standard classifier training process. To
our knowledge, something remotely similar has only been explored for the case
of Support Vector Machines [38]. We test this method on the SciFact dataset
and therefore assume the presence of sentence-level evidence annotations.

The altered training paradigm works as follows: Given a training sample z,
this sample will be fed three times into the network (all in the same batch).
Once in its normal form, once with all evidence sentences removed, and once
with all evidence sentences present, but with some other sentences removed. We
then train the model to predict the correct label (Supports or Refutes) for the
first and third versions of the sample, but train it to predict the Not Enough
Info label for the second version. In this way, the classifier learns to differentiate
sentences that actually support the claim from sentences that only address the
same topic.

5 Experiments

5.1 Span-Level Claim Localization

Experimental Setup. We perform experiments on weakly-supervised span-
level evidence localization on the INAS dataset. Given a sample z consisting
of words x1,...,z,, the task is to predict a score s; for every word x;, such
that the words belonging to the ground truth evidence annotated by a human
annotator are assigned the highest scores. We perform our experiments in a
weakly supervised setting, meaning that no method will have access to samples
with actual evidence annotation. Instead, the supervision signal will solely be
the label indicating which hypothesis (from a set of 10 possible hypotheses) is
addressed in a given abstract. This information will be available during training
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and testing, as we explore the setting of localizing evidence for a claim that is
known in advance.

Our proposed method works by training a standard text classification model
to predict the correct hypothesis label for a given sample and to use the MaRC
method to extract an explanation for the given label of interest post hoc (see
Sect. 4.1 for a detailed description). We hypothesize that this method will out-
perform other interpretability methods, as it is explicitly designed to generate
human-like rationales in the form of consecutive spans of text. As we are not
aware of other methods for weakly supervised claim localization, we evaluate this
method against other explainability methods (see Appendix A for an overview)
as well as against a supervised baseline to allow for a relative performance com-
parison. For model and training details, see Appendix A.

We additionally employ a post-processing step in our prediction pipeline:
We split the abstract into individual sentences using ScispaCy [21] and set the
predicted scores of the last token of each sentence to 0. This additional step
improves span-matching performance, since claim evidence annotations in our
particular task do not cross sentence boundaries and do not include punctuation.

Evaluation. We evaluate different measures for the quality of the predicted
scores. To assess the quality of the scores assigned to the individual words (inde-
pendent of their belonging to a longer span of text) we evaluate the area under
the precision-recall-curve (AUC-PR).

We also evaluate the F1 score, which requires a binary prediction (i.e., each
word is either predicted to belong to the evidence or not). Since many methods
do not have an obvious way of determining a score threshold, we select the p-n
highest-scoring words and average over 19 values of p (0.05, 0.10, 0.15, ..., 0.95).

The same technique is used for the IoU-F1 score, which we propose as a
measure for determining the quality of predicted spans of text. Given a binary
prediction for each token, we determine predicted spans as continuous spans of
words that were selected as evidence and calculate the IoU between all pairs
of predicted and ground truth spans. As perfect matches are unlikely for this
challenging task, we define generalized versions of precision and recall that allow
for partial matches. To do so, we determine the highest IoU value of each span
(ground truth and predicted) with anyone from the other set, and define the
precision as the average of these highest values for the ground truth spans, which,
analogous to the usual precision, is a measure for how well the ground truth
spans have been recognized. Similarly, we define the recall as the average over
the highest values for the predicted spans, thus measuring how likely a predicted
span matches any of the ground truth spans. The F1 score is calculated from
these values as usual and is again averaged over all values of p.

The three scores described so far are well-suited for comparing different meth-
ods with each other. To give a better feeling for the absolute quality of the
predictions, we again use the F1 and IoU-F1 scores (now denoted as D-FI and
D-IoU-F1), but for a single selection of words: We select a threshold ¢ as the
score of the k-th highest-scoring word, with k£ being the number of words in the
ground truth evidence. As ground truth information is used, this is not an objec-
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filling in the gaps : Jgi inportant
Bomponen efforts . however , we cannot afford to
wait for complete information on the distribution and abundance of native and harmful invasive species . using information from counties well surveyed for plants across the usa ,
we developed models to fill data gaps in poorly surveyed areas by estimating the density ( number of species km ( - 2 ) ) of native and non - native plant species . here ]

in terms of non - native plant species densities , and that the central usa appears to have the greatest ratio of non - native to native
species . these large - scale)

Fig. 1. Exemplary prediction of the MaRC method for an abstract from the INAS
dataset for the Biotic Resistance Hypothesis label. Green text marks ground truth
annotations, red spans indicate predicted scores.

tive measure of quality, but it nevertheless provides a more interpretable score.
We additionally alter the IoU-F1 from the generalized, continuous version to a
discrete one used in [6]: A ground truth span is counted as correctly recognized
if any predicted span has an IoU of over 0.5, which allows for the calculation of
standard precision and recall scores.

5.2 Sentence-Level Claim Localization

Experimental Setup. We perform experiments on weakly-supervised sentence-
level evidence localization on the SciFact dataset, which is analogous to the task
defined in Sect. 5.1, with the difference that each sentence receives only a single
score. Since most explainability methods do not focus on complete sentences, we
instead focus on testing different versions of the approach described in Sect. 4.2
and compare them to a supervised baseline, which is a RoBERTa-large classifier
[18] that receives a textual claim and a sentence from the abstract and predicts
the likelihood of this sentence belonging to the evidence.

We explore different versions of our approach, which differ in the way the
base-classifier is trained: As a baseline, we test a classifier that is trained as usual
on the SciFact dataset only. We also test a version that is trained with added
spans of PAD tokens between sentences to align the input spaces present during
training and optimization. We also explore the effect of pretraining on five other
datasets (Fever [33], Evidencelnference [7,17], PubmedQA [15], HealthVer [26],
COVIDFact [25]), which has been shown to improve the classifier performance
[37]. Lastly, we also try a supervised version of our approach by employing the
procedure described in Sect. 4.3 during classifier training. For more details on
the training and evaluation, see Appendix A.

Evaluation. We again evaluate the AUC-PR as a holistic measure of the
assigned ranking between the sentences. As for more interpretable measures,
we provide the precision@k with k € {1, 2,3}, which is defined as the number of
ground truth sentences correctly placed among the top-k scoring sentences by
the classifier, divided by the maximum number possible (the minimum of the
number of available ground truth sentences and k).

For all trained base classifiers, we also provide the F1 score of the abstract-
level classification task (CIlf-F1) to display the effect the different training
paradigms have on the classifier performance.
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6 Results

6.1 Span-Level Evidence Localization

The results for the span-level evidence localization are displayed in Table 1, while
an exemplary output for the MaRC method is displayed in Fig. 1.

The MaRC method outperforms all other methods tested, both for scores
measuring token-level performance (AUC-PR, F1, D-F1) as well as for scores
evaluating span predictions (IoU-F1, D-IoU-F1). Especially with regards to the
span predictions, we see that the MaRC approach significantly outperforms all
other methods, which can be explained by it being explicitly designed to produce
rationales that mirror human reasoning. The difference to other methods is here,
that complete spans are selected as evidence, including words like “the”, “and”,
etc., if they are directly part of an important span. Other methods, in compar-
ison, mainly select the few rare words that are a more direct hint towards the
hypothesis label, but do therefore not match human-annotated spans. This phe-
nomenon also negatively affects token-level scores for other methods, since only
few words per span are recognized as important. For the occlusion method, we
produce a similar behavior by occluding longer spans of text at a time, leading
to smoothly varying scores and thus to the only method that remotely rivals the
MaRC method.

Notably, some methods barely outperform a random baseline (especially for
span prediction evaluations), thus making them unusable for claim localization.
As a possible explanation, [3] analyzed that classifiers for this task can make use
of individual words like species names or locations as hints for the hypothesis
if these names only occur in the context of this specific hypothesis. These will
not be annotated by the human annotators, though, as hypothesis evidence
(according to our definition) needs to clearly reference parts of the respective
hypothesis. Overall, this shows a limitation of the proposed approach of using
explainability methods for claim localization, as this approach relies on a high
overlap between spans considered by humans as hypothesis evidence and words
actually used by the classifier as the basis for the prediction, which is not always
given.

As is to be expected, though, all methods are outperformed significantly by
the supervised baseline. It is the only method that is explicitly trained to pre-
dict spans of the desired form, and the only method that has knowledge about
the type of information that is to be selected. For weakly supervised methods,
that do not have any of this information, predicting the precise span boundaries
is extremely difficult. This result suggests, that for a smaller prediction space
results could be improved, which we analyzed for the case of sentence-level evi-
dence localization.

6.2 Sentence-Level Evidence Localization

The results for the sentence-level evidence localization are displayed in
Table 2. Even though we altered the existing MaRC approach due to the dif-
ferences between the tasks, our proposed method is still denoted as “MaRC”.
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Table 1. Results for the span-level claim localization task on the INAS dataset.

Method AUC-PR | F1 IoU-F1 | D-F1 | D-IoU-F1
MaRC 0.357 0.331/0.210 | 0.350|0.151
Occlusion 0.310 0.288 |0.148 |0.310 |0.074

Saliency,, | 0.295 | 0.311 [0.094 |0.313  0.019
Saliencyg,,, | 0.241 | 0.265 0.070 |0.259 | 0.002
InXGradz, | 0.267 1 0.304 0.087 | 0.301  0.013
InXGradsu,m | 0.240 | 0.258 [0.070 | 0.248 | 0.002
Int. Gradsz, | 0.317 | 0.311 0.091 | 0.319 | 0.020
Int. Gradsgum  0.320 | 0.305 0.090 |0.322 |0.017

LIME 0.271 0.281 |0.072 |0.273 |0.004
Shapley 0.322 0.305 |0.086 |0.329 |0.016
Random 0.221 0.256 |0.067 |0.223 |0.003

Supervised 0.574 0.409 |0.231 |0.521 |0.288

Table 2. Results for the sentence-level claim localization task on the SciFact dataset.

gt | pad | pre | sup | Method | ClIf-F1 | AUC-PR | Prec@1 | Prec@2 | Prec@3
X MaRC |0.859 |0.546 0.524 |0.578 |0.659
MaRC |0.859 |0.581 0.534 |0.617 |0.741
X | X MaRC |0.842 | 0.632 0.612 |0.675 |0.710
X MaRC |0.842 | 0.655 0.641 |0.689 |0.736
XX |[X MaRC |0.877 | 0.696 0.718 |0.738 |0.786
X X MaRC |0.877 | 0.650 0.650 |0.699 |0.754
XX |[X |[X |MaRC [0.936 |0.720 0.757 0.772 |0.780
X |X |X |MaRC |0.936 |0.718 0.757 0.777 ]0.780
X | Sent-clf 0.882 0.883 |0.893 |0.905
X | X |Sent-clf 0.902 0.883 10.898 |0.951
X Sent-clf 0.664 0.650 |0.655 |0.778

The first four columns in Table 2 provide information about whether the model
had access to the ground truth label during optimization (column g¢t), whether
the base classifier was trained with added PAD tokens (column pad), whether
the classifier was pretrained (column pre) and whether the classifier was trained
using evidence supervision (column sup).

As, again, no previous study addressed our specific task of weakly supervised
claim localization, and since none of the standard explainability methods tested
on the INAS dataset proved particularly well-suited for the task at hand, we
focus in this section on a comparison of our method with a supervised baseline,
and analyze the challenges and solutions for mitigating the gap in performance.
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Our most basic version of the MaRC approach (rows 1 and 2) uses a classifier
trained without any changes to the standard training procedure. Even for this
case, we already see reasonable performance, as it ranks an evidence sentence at
the top in 52.4% of cases. Notably, if the optimization is done with respect to the
ground truth label (row 1), the performance decreases compared to optimizing
with respect to the predicted label (row 2), which is the case for the two lowest-
performing base classifiers (up to row 4). This suggests, that without pretraining,
the classifier is able to correctly identify the important sentences, but does not
have the necessary capabilities to correctly infer the correct label from them.

Our second base classifier (rows 3 and 4) is trained in the same way as before,
but receives samples with added PAD tokens during training, as these will be
common during optimization, leading to otherwise misaligned input spaces. We
see a significant improvement for the ground truth and the predicted label cases,
so that we train all upcoming classifiers in this way. For this setting, only with
access to the weak supervision labels on the SciFact dataset, the MaRC method
manages to identify an evidence sentence as the most important sentence in
64.1% of cases, which we already consider quite good performance.

For our next classifier, we added additional pretraining on five similar
datasets to the training procedure. This significantly improved the classifier
performance and also led to improved results for evidence localization. Notably,
from this point onward, having access to the ground truth label during optimiza-
tion does improve evidence localization performance, indicating that pretraining
increased the model’s capability of inferring the correct label from the given sen-
tences. Here, we also see the highest performance that we achieved using only
weak supervision, with an evidence sentence being correctly identified as most
important in 71.8% of cases.

Finally, we experiment with incorporating evidence supervision into the clas-
sifier training (as described in Sect. 4.3), to see how far the performance of our
method can be pushed in a supervised setting.

At first, we note a significant improvement in the model’s general classi-
fication performance, which even surpasses the improvement achieved by pre-
training. This shows that the evidence injection strategy helped the model with
actually understanding the rationale behind specific classifications, which seems
to drastically boost the generalization performance.

On the other hand, we also see a significant improvement in the evidence
localization results, which could be explained by the better general understand-
ing of the model. We also hypothesize, that this is caused by the general setting
of this task: Given an abstract and a claim, the model is supposed to predict
one of three labels: Supports, Refutes or Not Enough Info. This means, that
sentences that indicate that the general topic of the given abstract aligns with
the given claim are considered important (even if they do not directly support
or refute the claim) as they affect the likelihood of the Not Enough Info label.
This leads to these sentences being selected by the MaRC approach as well, as
it aims at maximizing the Supports or Refutes label. Our supervision approach
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mitigates this behavior, as it explicitly teaches the model to only take actual
evidence sentences into account for the classification.

As is to be expected, the supervised baseline models with access to supervi-
sion on the SciFact dataset (rows 9 and 10) significantly outperform the weakly
supervised models. For a more fair comparison, we also trained a supervised
model only on the pretraining datasets and applied it to the SciFact dataset
without any supervised training. In this case, the performance of the supervised
classifier actually lags behind the MaRC approach in a similar setting (row 5),
indicating that, if only abstract-level labels are present, the approach proposed
in this work is a valid choice.

In summary, we managed to highlight several problems for our method, rang-
ing from misaligned input spaces and insufficient understanding of the evidence
sentences to the selection of non-evidence sentences due to the particular setup
of the given task. Many problems can be mitigated by altering the training
paradigm of the base classifier, but closing the gap to supervised models still
proves to be a significant challenge.

7 Conclusion

In this work, we explored the possibility of using abstract-level labels about
the general presence of a claim in this abstract to localize corresponding claim
evidence. We proved that this is possible in both the span-level and sentence-level
localization settings, but found that the complexity of precise span prediction
makes achieving good performance challenging. For the sentence-level task, we
found that weakly supervised methods can achieve reasonable performance and
even be competitive in settings with only abstract-level labels available.

Since annotating a large number of samples with evidence annotations is
very time-intensive and costly, we believe this to be an interesting direction for
future research. Especially the fact that evidence supervision during classifier
training can improve the performance of explainability methods on this task
indicates, that creative changes to the training procedure of neural networks
might lead to a substantial improvement of weakly supervised methods, which
provides interesting possibilities for future research.

A Experimental Details

Model Details. We use PubMedBERT [12] and RoBERTa large [18] as the
classification models for the INAS dataset and SciFact dataset, respectively. We
train seven models, and keep the three best performing models with the highest
validation F1 score.

The pretraining for the SciFact model is done on five datasets: Fever [33], Evi-
dencelnference [7,17], PubmedQA [15], HealthVer [26], COVIDFact [25]. MaRC
Details. The optimization for the MaRC method is done with respect to all three
trained models. The parameters are set as described in [4], but we employ a new
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sparsity regularizer that actively forces a maximum average mask value. Similar
to [4], we use the following weight regularizer:

2
1 n
Q,\ = Q) |"ﬂ Z Ai]
i=1

but dynamically update a\ at each gradient descent step i using to following
formulas, to reach a maximum average mask value ¢ (set to 0.35):

Ay =m—1 —my
Atarget = (mi — t)/150

Here, m; is the current mask mean, 4; is the difference in mask means from
the current optimization step to the last, and Apge; is the desired value for
A;, which (if it is always optimal) ensures a steady but decelerating trajectory
towards the optimal mask value. We define

AAi,target = Az - Atarget

to be the difference between our current single-step mask mean difference and
the desired one, which we want to bring as close to 0 as possible. We then define
our update for o, at iteration ¢ as follows:

o =ai - (0.840.2-7)

_ 1 AAi,target
~ = max (O.?, 1—-0.9-tanh (0'002 ( 5 (A1 — A))

so that v > 1 leads to an increase in «, whereas v < 1 leads to a decrease. The
max operator prevents an overly steep decrease of a, while the tanh is used to
keep positive updates limited. The updates are mainly determined by Ax, target,
so that a increases when A; is smaller than Ayq.ger and vice versa. The term
(A;—1 — 4;) is a second-order statistic to prevent “overshooting” in the form of
changing ay further if A; is already approaching Aygrger (which might take a
while due to the momentum-based optimizer).

To give the optimization process the freedom to determine the optimal aver-
age mask value on its own after falling below ¢ + 0.1, we alter the process of
determining « in the following way:

Q) = 067;\_1 . (08 + 0.2- Ypred * ’yweight)

L(,c); L(z,¢c)o
L@ 0y 0.5 L0 1.1

Yweight = 1+ (mi - 03)

Vpred = min (
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Here, Ypreq pushes mask values further down if the model prediction for the
current masked input is more confident than the initial unmasked prediction
and the prediction for complement mask input is sufficiently less confident than
the initial unmasked prediction, which indicates that more information can be
removed. Yyeight pushes the average mask value to a value of 0.3, since values
far below that lead to most words having scores close to 0, and thus to no clear
ranking existing among them.

Comparison Methods. The other explainability methods are all used for each
of the three models individually, and the scores are averaged afterward. We make
use of the following methods and hyperparameter settings:

— Occlusion [39]: We chose to mask slightly larger spans of 5 tokens as this
produced smoother masks which resulted in higher IoU F1 scores. Occluded
parts were replaced by PAD-tokens.

— Saliency [28]: No hyperparameter settings required.

— InXGrad (Input times gradient [27]): No hyperparameter settings required.

— Int. Grads (Integrated Gradients [30]): We use a sequence of PAD-tokens as
background and do 50 gradient evaluation steps per sample.

— LIME [24]: We do 50 function evaluations per sample. In each evaluation, we
randomly select 5 — 13% of tokens and replace them as well as the next three
tokens with PAD-tokens. We train a linear classifier and use the resulting
weights as rationale.

— Shapley (Shapley value sampling [5]): We evaluate the token contributions for
15 feature permutations per sample. Removed tokens are replaced by PAD-
tokens.

We use the implementations provided by [16] for all methods. All methods have
access to the ground truth label. The InXGrad, Saliency and Int. Grads methods
all predict one score for each element of the embedding vector of a given word,
which is reduced to a single score by using the L2-norm or the sum.

We also compare against a supervised baseline. It is trained on 517 samples
from the INAS dataset annotated with span-level evidence, as well as on 204
samples without annotated evidence. To make use of the samples without evi-
dence annotations we train in a multi-task setting by also training to predict the
general hypothesis labels for the whole abstract.

INAS Evaluation. We evaluate all methods on a test set consisting of 141
samples that cover all ten possible classes. The test set contains all 50 samples
that were annotated by all three annotators, as well as 91 further samples that
were annotated by only one of the three annotators, with samples and annotators
being assigned randomly. For the samples that were annotated by all annotators,
we create a single ground truth by taking the intersection of the set of annotated
tokens between each pair of annotators, followed by the union between the three
resulting annotations of each pair.
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SciFact Evaluation. As the test labels for the SciFact dataset are not publicly
available, we create new splits with 50 claims for validation, 150 claims for testing
and the remaining claims for training. The actual samples for the splits can then
be created from the given claims and linked documents.

For evaluating the AUC-PR and Precision@k scores, we only take samples

from the Supports and Refutes classes into account, as they are the only classes
with corresponding evidence annotations.
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Abstract. Argument mining usually operates on short, decontextual-
ized argumentative units such as main and subordinate clauses, or full
sentences as proxies for arguments. Argumentation in digital media envi-
ronments, however, is embedded in larger contexts. Especially on social
media platforms, argumentation unfolds in dialog threads or tree struc-
tures where users interact with each other. To reveal patterns of such
interactions, we transform 2.5 million tweets from 38k German Twit-
ter conversations concerning nuclear energy from 2017, 2019, and 2021
into an abstract representation encoding their stance, and aspects. We
then apply Sequential Pattern Mining, a common method for finding
patterns in large databases, and explore its capabilities to investigate
typical argumentation schemes in user debates. The approach reveals
distinct patterns of support and attack relations between pro and contra
arguments about nuclear energy in conversational threads when com-
paring different time slices of our corpus. For example, we are seeing
an increasing relevance of the climate aspect in attacks on anti-nuclear
arguments. However, the pro arguments are increasingly being countered
by cost aspects. Analyzing this diachronic change of patterns allows us
to describe the discursive processes of argumentation on a macro level
that drive the slow but steady transformation of a society’s social and
political convictions.

Keywords: Pattern Mining - Computational Social Science *
Aspect-Based Argument Mining

1 Mining Interactions in Debates

In recent years, there have been many refinements to argument mining (AM), a
natural language processing (NLP) sub-task that deals with the detection and
classification of argumentative structures in text [12]. With the advent of modern
transformer-based language models such as BERT [7] and its numerous succes-
sors, text classification of increasingly abstract categories such as frames [9] or
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Fig. 1. Example of a tree structure of a Twitter conversation about nuclear energy.
Vertices are Tweets, directed edges indicate replies. For SPM, argumentative tweets
are converted to abstract representations encoding stance (pro, or contra) and aspects
(one or more labels from a set of 17 aspects describing the German nuclear energy
debate, cf. Table 3). For each tree, a set of transactions of certain lengths for pattern
mining can be derived.

aspects [18] have been introduced. While these new methods are improving our
abilities to capture argument semantics, they still operate with isolated text units
that only approximate the kind of argumentation that occurs in the wild. Among
other things, this can be attributed to the characteristics of the fine-tuning of
language models for text classification: the process operates with limited context
lengths and works best with an abundance of singularly labeled data points. In
real life, however, argumentation regularly takes place as an exchange of argu-
ments. An abundance of those exchanges can nowadays be observed on online
social media platforms, ready to be analyzed. This leads to large datasets of
structured conversations, rich in potential arguments. While interesting findings
can already be found by classifying isolated text units, the information from
dialog structures proves valuable for analyzing argumentative discourses more
closely.

In this paper, we explore a novel approach to combine state-of-the-art argu-
ment mining approaches with sequence pattern mining (SPM), a data mining
approach that is more prominently used in a market research context to answer
the following research question: How can categorical predictions from text classi-
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fication be evaluated together with dialogical structural information to find char-
acteristic argumentative patterns that describe the dynamics of a debate?

To create abstract representations of arguments, we fine-tune language mod-
els on two common classification tasks for arguments: stance, and aspect. We
then apply both classifiers to a large corpus of tweets related to the nuclear
energy debate (cf. Figurel for an example graph of an original tweet and its
replies). After mining this dataset for reply chains of various lengths, we can
describe interactions between users as sequences of tuples in the form (aspect,
stance), and look for common patterns in this database. We can then further
examine the conversations that contain the most frequent patterns qualitatively
and see if they allow us to draw conclusions about how people react to different
arguments in online debates. With our method, we aim to support social science
research to conduct discourse analysis of large diachronic datasets that utilize
the technological advances in NLP constructively.

In the upcoming Sect.2, we give an overview of related work to our app-
roach. In Sect. 3, we describe the dataset that we have used for conducting our
experiments as well as the details regarding the fine-tuned language models that
were used. We also introduce our approach to finding patterns in conversations.
In Sect.4, we compare the patterns found in our dataset across the different
time slices and conclude in Sect. 5 with a discussion of the potentials as well as
the limitations of our approach as a method for argument mining in the social
sciences.

2 Related Work

Argument mining advanced to the extraction of finer-grained, more qualitative
features from argumentative text. Examples include argument mining with a
novel focus on key points [8], frames [2] or aspects [18,24], which aim to extend
argument mining originally focusing on linguistic structures to more semantic
units that are of interest for (computational) social science research. Analyzing
semantic aspects of arguments is still not widespread in argument mining due
to its challenges to cover the broad range of controversial topics [3], but there is
already a solid foundation of preliminary work. [15] stressed the importance of
context when mining for argument relations, albeit prior to the advancements
of powerful contextual word embeddings. [22] established the task of mining
for argumentation structures as an important link to discourse analysis. Newer
approaches also include larger contexts to better comply with argumentation
patterns in empirical data that often use implicit premises, lack argument mark-
ers, or are elaborated beyond single sentences [17]. Widening the context for text
classification also proved helpful for other text classification tasks such as hate
speech detection [28].

While most work on argument mining focuses on learning from isolated tex-
tual units, some research tries to mine argumentation from dialogue structures
such as online discussion threads [6]. [20] identify distinguishable conversation
types from Twitter conversations that can potentially be exploited for mining
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argument relations. They similarly mined for conversations on Twitter, but have
built a smaller dataset by only considering the longest possible thread from an
initial root tweet to one leaf. We build upon this work by utilizing the structural
information that is available to a greater extent, and include dialogue structures
from the many incomplete conversations on Twitter, too.

Moreover, there has been increased attention on the importance of interdis-
ciplinary approaches to argument mining [25]. The field of computational social
science (CSS) strives to analyze large amounts of digital trace data with compu-
tational methods for social science research questions. Argument mining bears
a high potential for CSS due to its ability to give insights into the use of argu-
mentation in political, or otherwise socially impactful debates. In recent years,
more cooperation between researchers with a strong foundation in both argument
mining and CSS was established. These works often produce data annotated in
a way that is in line with the existing standards from the social sciences and
make supervised machine learning applicable, e.g. [11], and [18]. Such datasets
are important for bringing argument mining closer to CSS researchers as they
enable thorough quantitative research opportunities and give a new dimension
to qualitative research on big data. We build on the work of [18], by using the
methodology of annotating data in tandem with experts from social science to
create a dataset with high utility. [10] describe a methodology of using Discourse
Network Analysis, a network representation obtained from news corpora, where
actors (e.g. politicians) and their claims form two types of nodes in a bipartite
graph. By this, discourse networks combine state-of-the-art AM technology for
claim and stance detection with a social science goal. Our approach differs from
this method by relying on explicit dialog structures from empirical conversation
data instead of modeling abstract discourse representations from large amounts
of news. [14] describe a novel method for predicting argument persuasiveness
from patterns of types of argumentative discourse units mined from individual
posts in online debates which are then clustered with other patterns from the
same discourse. The features used are more structural and context-independent
and patterns are clustered in order to get insights into discussion. While their
approach has a similar goal to ours, namely finding patterns in discussions, it
does not employ data mining on patterns but uses clustering of similar sequences
on the level of single posts.

Sequential Pattern mining is not widely used today, neither in CSS nor in
NLP applications. [26] used SPM for retrieving questions from text in the absence
of common cues like question marks, which is common for online utterances that
may lack the usual grammatical structure. [21] applied SPM to analyze argument
structures for two scientific domains for which they hand-coded argumentative
structures. They annotated argumentative sections in scientific articles and used
SPM to identify typical argument structure models based on the patterns they
found. To our knowledge, our study is the first that utilizes semantic features
from argument mining as input for SPM.
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Table 1. Dataset statistics of the tweet dataset.

2017|2019 |2021 Total
Number of tweets 4869 | 58984 | 171098 | 234951
Number of conversations | 645 | 4699 |24014 | 29358

3 Predicting a Conversational Dataset

Since SPM operates on ordered sets of items, we need to convert the information
of individual utterances of a conversation into elements of sets, creating transac-
tions that represent the conversation. We first created a structured conversation
corpus that contains conversation trees. A conversation tree is a directed tree
graph with tweets as its nodes, and their reply relationship to a previously posted
tweet as edges. An example of a conversation tree is shown in Fig. 1. We can then
mine the tree structures for conversation chains of various length n, which are
sub-graphs of the conversation tree. By classifying each node in a chain with the
two properties of stance and aspect, we encode arguments in tweets as transac-
tions. We perform pattern mining on the ordered sets of these transactions.

3.1 Corpus Creation

In order to create a dataset of conversations that are held on social media, we
mined entire conversations from Twitter (now re-branded as X). For our study,
we focus on the nuclear energy debate in Germany. We first used a key term query
to the Twitter API to retrieve individual tweets related to the nuclear energy
debate in German language from three different years: 2017, 2019, and 2021.}
The resulting tweets were used to retrieve thematically matching conversations
by two strategies. First, we filtered for root tweets only, i.e. keyword-matching
tweets that were posted on Twitter initially, in contrast to replies as reactions to
earlier posted tweets, and requested their entire set of replies via the API. Sec-
ond, for reply-tweets that matched our query within a conversation, we included
these tweets along with their directly connected replies from the conversation
tree. While this proceeding reduced the size of our dataset significantly, it was
necessary to ensure that the dataset remained consistent with our target topic.

Table 1 shows basic statistics of the final dataset, which is heavily skewed
toward the more recent conversations from 2021. This is likely due to an increase
in public attention to the topic of nuclear energy as well as the growing popularity
of Twitter as a public debate forum. Further, the more conversations date back

! The list of key terms comprised Kernenergie, Atomenergie, Nuklearenergie, Atom-
kraft, Kernkraft, Atomausstieg, and Atomverzicht and their inflected forms. The time
slices were selected, on the one hand, with the requirement to cover a larger period
to capture long-term evolvements of the debate. On the other hand, the selection
should guarantee substantial dataset sizes for statistical analysis which were only
available from the year 2017 onward.
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Table 2. Chain length distribution by year

Length | 2017 2019 2021
2 691 (41.2%) | 9586 (42.5%) | 22948 (39.1%)
3 197 (11.8%) | 4027 (17.8%) | 10632 (18.1%)
4 165 (9.8%) | 2265 (10%) | 6585 (11.2%)
5 106 (6.3%) | 1508 (6.7%) | 4379 (7.5%)

6-10 | 277 (16.5%) | 3607 (16%) | 9807 (16.7%)
114+ 240 (14.3%) 1569 (7%) | 4314 (7.4%)

Total 1676 22562 58665

in time, the more likely it is that parts or the entire conversation, were deleted
from the platform and, thus, are no longer available via the API.2

3.2 Mining Conversation Chains from Incomplete Graphs

Since many of the conversation trees in our dataset referenced tweets that could
not be retrieved by the API anymore, we opted for mining chains for each tweet
individually as an alternative to the traversal of complete conversation trees.
This ensures that all tweets that are included in any chain also have immedi-
ate neighbors included in the chain, making the mining of relations between
utterances and their responses possible. Table 2 shows the distribution of the
reconstructed maximum chain lengths for each year. Around 40% of all tweets
in the corpus that are predecessors in a dialogical conversation triggered one
single reply only. The longest reply chains we found contain up to 70 messages.
We decided to limit chain lengths in our experiments for several reasons. First,
computational complexity increases significantly for longer chains. Second, from
the low ratio of extremely long chains, it is already evident that the likelihood of
finding common argumentative patterns that include a larger number of items
will be very low.

3.3 Argument Abstraction by Stance and Aspect Prediction

We aim to use established AM methods to derive tuples of information that rep-
resent an abstract version of an argumentative text. Two major semantic pieces
of information of an argument are stance and aspect, which can be classified with
satisfactory performance by fine-tuned transformer language models on labeled
examples. For this, we annotated a dataset of 642 German tweets with their
stance and aspect data following the method described in [18]. Table3 shows

2 The fact of incomplete conversations makes research on historic data more challeng-
ing. Overall, only around 27% of all retrieved conversations contained a complete
conversation tree. our chain mining procedure addresses this problem by focusing on
sub-trees around matching key terms.
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the aspects that were coded to cover the most prominent aspects of the German
debate. Intercoder-agreement measured by Krippendorff’s « yields very good
agreement for most of the categories. Two aspect categories, temporal dimension,
and reliability, achieved only substantial agreement around 0.6.% In addition, we
used large publicly available English-language datasets on both tasks for transfer
learning in a multitask learning (MTL) setting. As a language model, we used
the multilingual version x1m-roberta-large of RoOBERTa [13] in all our experi-
ments. Further, for all experiments, five models were trained to minimize random
effects in the results. We report the mean performance and standard deviation
of the performance in Table4. For aspect classification, we used all available
data from the Argument Aspect Corpus (AAC) [19] for transfer learning, which
contains aspect labels for sentences from four topics, and our additionally coded
German-language dataset in a two-task MTL sequence tagging. On the test set
of 10% of the annotated German tweets, our classifier achieved an overall micro
Fl-score of 77%.* For stance classification, we used the Sentential Argument
Mining Corpus (UKP-SAM) [23], which provides stance information on a large
number of sentences across eight topics, as a transfer learning task. We modeled
both tasks, the UKP-SAM dataset and the additional German tweet dataset, as
text classification tasks. The classifier reaches a micro Fl-score of around 80%
on the German test data.

3.4 Sequential Pattern Mining on Predicted Data

SPM aims to find reoccurring patterns in databases containing sequentially
ordered transactions [1]. The method is typically employed to identify patterns
for market basket analysis such as ‘customers who bought a PC, and later that
month a digital camera likely will buy a printer next month’. For our analysis,
we conceptualize dialogical argumentation threads analogous to shopping cart
analysis as compilations of abstract augmentations from the ‘market’ of publicly
debated ideas. We build transactions by representing each tweet in a retrieved
chain with a tuple representation containing the predicted aspect and stance
information. We use the PrefizSpan algorithm [16]°, which efficiently finds pat-
terns by recursively building from their prefixes, starting with all prefixes of
length 1. In each step, for each prefix «, the projected database S|, of a is cre-
ated, which contains all postfizes of a;, which are all sub-patterns that start with
.5 The most important metric for evaluating the significance of mined sequences
is the support, which is defined as the proportion of the number of sequences in
which a pattern occurs. As a parameter, PrefixSpan considers in each step only
postfixes with a minimum desired support. After some experimental testing on

3 One category, public opinion, was discarded from the dataset as it did not achieve
substantial agreement.

4 In accordance with [18], we evaluate aspect tagging on the tweet level, since we were
interested in the aspects related to an entire tweet instead of its specific tokens.

® We used the implementation from https://github.com/chuanconggao,/PrefixSp
an-py.

6 A comprehensible example can be found in [27].
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Table 3. Number of occurrences and intercoder agreement (Krippendorff’s «) for each
aspect in the tweet dataset. In the paper, we refer to aspects using the corresponding
English short labels.

Category English short label | N ax
Abfall/ Atommiill waste 65 0.91
Autonomie/Abhéangigkeit autonomy 50 0.82
Erneuerbare Energien renew (ables) 143 ]0.90
Fossile Brennstoffe fossil fuels 141 1 0.88
Gesundheitliche Auswirkungen | health 39 0.87
Klimaschutz climate 133 |0.83
Kosten costs 117 10.76
Lobbyismus lobbyism 18 0.79
Nachhaligkeit sustainability 33 0.72
Sicherheit und Unfalle safety 127 10.78
Technologische Innovation innovation 61 0.80
Umweltschutz environment 47 0.79
Waffen weapons 12 0.83
Wissenschaftlichkeit science 55 0.81
Zeitliche Dimension temporality 108 10.59
Zuverléssigkeit reliability 109 |0.61
All Topics - 1303 | 0.63 -

our empirical data, we set the minimum support for patterns considered relevant
for our analysis to 1%.7

Figure 2 shows the stance distribution for the predicted dataset. A significant
proportion of the tweets in the dataset were predicted as having no stance.
This is plausible since not all posts for a topic are actually argumentative and
pose a stance. For the pattern mining experiments, chains that contained tweets

Table 4. Overall performance metrics for sentence-level aspect classification and stance
classification on the test dataset of coded tweets concerning the German nuclear energy

debate.

Precision | Recall F1-score
Sentence-level aspect classification | 0.76 £0.03 | 0.77 £0.01 | 0.77 £+ 0.01
Stance classification 0.80£0.030.80+0.03|0.80+0.03

7 PrefixSpan does, however, consider non-contiguous patterns, i.e. (a, c) may be a fre-
quent pattern of (a,b,c). While we consider this potentially problematic for attack
and support pattern mining in general databases, our database, consisting of pre-
dominately short patterns should still yield sufficiently relevant patterns.
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Fig. 2. Stance distribution in the predicted dataset, by year

without a stance were excluded. This was due to the fact that including these
posts resulted in a majority of patterns revolving around tweets without a stance,
which were not argumentative, thus revealing no argumentative patterns. It is
also noticeable that a majority of tweets with a stance were predicted as having
a pro stance. While in 2017 there are 2.05 times more pro tweets than con tweets,
this factor increases by almost 50% to 2.94 in 2019 and slightly decreases to 2.79
in 2021. This implies that the discussion on Twitter is generally more in favor
of nuclear energy.

Since we tagged aspects as token spans, one tweet can potentially con-
tain multiple aspects. We investigated two possibilities to resolve multi-
aspect tweets to create transactions. First, concatenation of aspects, e.g.
(costs_reliability, pro) for a tweet with a pro stance which contains costs
and reliability as aspects. Alternatively, we create flat representations, creat-
ing separate transactions for each aspect. We found that concatenating aspects
resulted in fewer significant patterns, as a result of the combinatorial explosion
of possible transactions (see Fig.5 in the Appendix for a discussion of this pro-
cessing step). Due to these two findings, we limit the mining for patterns on
flat chains to chains that contain only tweets for which a pro or con stance was
predicted.

4 Results

Figures 3 and 4 show the proportions of aspects for pro and con stanced tweets,
i.e. patterns of length 1, by year. For pro arguments, three aspects have a share
of more than 10% of all pro arguments throughout the three years: renewables,
fossil fuels, and climate. Two other aspects, safety and reliability fall below 10%



48 M. Ruckdeschel et al.

ABFALL/ATOMMULL - 4.4% 4.6% 3.5%
AUTONOMIE/ABHANGIGKEIT — 2.5% 2.6% 2.8% 18%
ERNEUERBARE ENERGIEN

FOSSILE ENERGIEN

15%
GESUNDHEITLICHE AUSWIRKUNGEN - 31% 2.7% 1.4%

KLIMASCHUTZ 13.0%

KOSTEN - 7.5% 12%

LOBBYISMUS - 0.0% 0.0% 0.0%
;‘3 NACHHALTIGKEIT - 0.3% 0.7% 0.6% 10%
=3
TECHNOLOGISCHE INNOVATION - 4.0% 3.9% 3.1%
- 8%
UMWELTSCHUTZ - 4.0% 3.5% 3.2%
'WAFFEN - 0.1% 0.1% 0.1%
WISSENSCHAFTLICHKEIT - 2.3% 3.0% 3.7% - 5%
ZEITLICHE DIMENSION - 5.5% 6.6% 7.1%
ZUVERLASSIGKEIT 12.2% 10.6% 9.5% ~29%
no_aspect - 0.9% 0.5% 0.7%
OFFENTLICHE MEINUNG - 3.5% 3.5% 4.1%
| | | - 0%
2017 2019 2021

Year

Fig. 3. Aspect distribution for pro arguments, by year

of shares, and other aspects generally make up five or less percent of all pro argu-
ments. The most significant increase is seen in the share of arguments addressing
renewables, which make up nearly 20% in 2021. For con arguments, renewables,
costs and safety are strongly represented throughout the years, but a greater
number of aspects are represented between five and ten percent throughout the
years. While climate is steadily rising from six to ten percent, reliability is falling
to 8.3%. An important difference between the two distributions is the prevalence
of nuclear waste as a well-represented con argument while staying below a five
percent proportion throughout the years in contexts of a pro argument.

4.1 Attack and Support Patterns

Table 5 shows the top five patterns for the four possible combinations of pro
and con-stanced tweets over the three time slices. Alteration between pro and
con stances in subsequent tweets of a chain can be interpreted as an attack
relation of arguments while repeated stances indicate a support relation. The
most significant patterns all have a length of two. In total, 327 patterns with
minimum support of 1% were mined, yet only 24 patterns had more than two
items. Due to the chain length distribution in the dataset (cf. Table2), longer
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Fig. 4. Aspect distribution for contra arguments, by year

chains are hardly found in the dataset. The support of the top patterns of 2017
is significantly higher compared to later years. A possible explanation is that the
smaller overall discourse by number of tweets was more uniform and expanded
over time to more diverse aspects. We further observe the highest support for pro
<« pro patterns, which originates from the high prevalence of pro-labeled tweets
in the dataset. Many prevalent patterns address the same aspect in a row. A
possible explanation is that people prefer to reinforce statements they agree
with by repeating them (with variations). Another factor may be self-replies to
construct a longer thread of tweets for making an argument. In the following,
we investigate the results for each combination of pro and con-stanced tweets.

Support Pro < Pro. There are significant changes of top-patterns among sup-
porting pro arguments. For instance, arguments mentioning renewable energy
are supported by arguments about reliability but with declining relative support
over the years. Further, climate takes the spot as the most important aspect
in 2019 and 2021 answered with, again, climate, and with renewable energies.
Interestingly, pro-nuclear energy arguments referring to renewables are less likely
supported climate-related replies. A possible explanation is that people support-
ive of nuclear energy shifted their framing to nuclear energy being necessary to
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Table 5. Top 5 support and attack patterns with the most support for each aspect
combination, by year. Green arrows indicate a rise in the pattern rank, red arrows
indicate a fall, dashes indicate no change in the position.

Pro « Pro
2017 2019 2021
Pattern Support | Pattern Support | Pattern Support
renew, renew 8.94% | climate, climate |6.93% |- climate, climate |6.90%
reliability, reliability | 8.19% || renew, renew 6.66% | — renew, renew 6.65%
renew, reliability 8.19% | climate, renew | 4.69% || costs, costs 5.47%
reliability, renew 6.87% || renew, reliability |4.60% || climate, renew | 4.69%
fossil fuels, renew 6.16% | costs, costs 4.54% || renew, reliability | 4.43%
Con < Con
2017 2019 2021
Pattern Support | Pattern Support | Pattern Support
costs, costs 2.34% | — costs, costs 1.46% | — costs, costs 1.56%
safety, safety 2.14% || renmew, renew 1.17%
renew, renew 1.68% || safety, safety 1.05%
renew, costs 1.50%
costs, renew 1.37%
Con < Pro
2017 2019 2021
Pattern Support | Pattern Support | Pattern Support
renew, renew 3.71% |- renew, renew 2.95% | costs, costs 3.23%
costs, renew 3.36% | costs, costs 2.72% || renew, renew 2.49%
renew, reliability 3.03% || costs, renew 2.16% |- costs, renew 2.41%
costs, reliability 2.85% || climate, climate |2.00% |- climate, climate |1.87%
waste, reliability 2.74% || renew, reliability | 1.90% | costs, climate 1.75%
Pro «— Con
2017 2019 2021
Pattern Support | Pattern Support | Pattern Support
renew, renew 2.87% |- renew, renew 2.55% | costs, costs 2.78%
renew, costs 2.36% | climate, costs 2.43% |- climate, costs 2.27%
reliability, reliability | 2.23% costs, costs 2.36% || renew, renew 2.13%
reliability, costs 1.99% || renew, costs 2.24% |- renew, costs 1.93%
reliability, renew 1.97% climate, climate | 1.99% |- climate, climate |1.76%

combat climate change, yet avoided the expression of support for renewables.
The pattern (costs, costs) steadily climbs up to the top ranks indicating an
increasingly important economic framing of the debate in addition to climate
aspects.

Support Con «— Con. Chains of con—con arguments are seldom found patterns
compared to other combinations. In 2021 the only pattern con-con pattern that
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has a support of more than 1% is (costs, costs). Similarly to pro—pro patterns,
the common patterns tend to reinforce the same aspect.

Attack Con <« Pro. Reliability occurs more frequently in 2017 in the top
patterns, and only as the pro argument. In 2017, waste was part of the most
supported patterns, which is the only time for any combination of pro and con
stanced tweets. Costs is the most occurring con-part of the con-pro patterns, but
over the years, it is countered with different pro arguments. While in 2017 renew-
ables and reliability were used the most for addressing con arguments regarding
costs, this shifted away slightly from reliability to pro arguments regarding costs.

Attack Pro «— Con. For Arguments that are predicted with a pro-stance, it
can be seen that the overall most common aspect of con-predicted responses is
costs. Responding with the same aspect is also a prevalent pattern for renew-
ables, reliability, and climate. Costs seems to be an aspect that can be addressed
regardless of the pro-aspect that is put forth in favor of nuclear energy. Interest-
ingly, in pro—con chains costs only appears in the pro part of the chain starting
in 2019 and increases in support to being part of the number one pattern in 2021.
This suggests that debates about whether or not nuclear energy is a cost-efficient
form of energy production in modern societies intensified significantly.

Longer Patterns. As mentioned earlier, only a small number of patterns longer
than two arguments were found in our dataset. Table 6 in the Appendix displays
the top five patterns of length n = 3 for each year. The table contains exclusively
chains of arguments in favor of nuclear energy that mostly reinforce the previ-
ously argued aspect. This again suggests that supporters of nuclear energy have
a more engaged audience on Twitter compared to opponents of nuclear energy.

4.2 Pattern Mining Vs. Analyzing Distributions

When comparing the aspects of the most common patterns with their distri-
bution, it is evident that the most occurring aspects also occur the most in
the top patterns. The important distinction between the two analyses can be
seen by analyzing the differences: in 2017, safety and reliability had near sim-
ilar occurrence. Safety was, however, not discussed in a pro—pro context. Also
in 2017, nuclear waste was in the top five con—pro patterns, although its pro-
portion among con arguments rose steadily. Costs was the most popular aspect
addressed by con arguments in 2019 and in 2021, surpassing safety. While they
had similar proportions in 2019, safety is only prevalent in one con—con top-
pattern, while pro—con and con-pro chains were more and more overtaken by the
discussion revolving around costs. This shows that our method can add a benefit
to analyzing social media debates by leveraging the structured information of
their conversation trees.
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5 Conclusion

In this paper, we have introduced Sequential Pattern Mining on abstract argu-
ment representations generated by recent argument mining methods. By mining
patterns from a large corpus of German Twitter conversations on nuclear energy,
we demonstrated the usefulness for analyzing structured online debates com-
pared to simpler approaches looking at frequencies of isolated events in the data.
To construct a transaction dataset for SPM from Twitter conversations, we sug-
gest employing a set of argument mining approaches, in our case argument stance
and aspect classification with fine-tuned language models. Combining structural
and abstract semantic information in a set of all possible transactions, we found
distinctive patterns of argumentation that were not evident from analyzing tweet
information in isolation.

5.1 Limitations

While this first application of our method already shows well-interpretable ini-
tial results, more validation is indispensable. A first limitation is the validation
of prediction results, which we have conducted, but have not evaluated in a
structured manner. Since the method relies on the accuracy of the prediction on
the dataset, bad classification will falsify the results of the SPM. We have seen
cases, where the stance classifier was unable to accurately predict the stance of
arguments in their relationship to nuclear energy and also struggling with sar-
casm and jokes. However, we expect to receive mostly valid results from pattern
mining given the large corpus size. Another problem might stem from the fact
that PrefixSpan can find non-contiguous patterns. This might lead to patterns
that do not actually indicate attack or support relationships, especially for cases
with longer sequences. However, we are quite confident that these issues play
a negligible concerning our dataset role given the very large volumes of data
that are analyzed using the method and the fact that a majority of the mined
conversations contain not more than one reply.

5.2 Future Work

Future work will concentrate on the interpretation and validation of the mined
patterns. Since there are many patterns with less support a careful analysis of all
attack and support patterns could reveal more insights into the debate. A thor-
ough qualitative analysis is therefore the next step for establishing the method
and testing its potential for the computational social science community. This
could also be used to verify classification quality and detect potential issues with
classification results. While we assume that training a classifier with labeled data
still is preferable to using commercial Large-Language-Models such as ChatGPT
for highly specific classification tasks, using such LLMs may increase the use of
the method for CSS scholars, as extensive labeling and fine-tuning are not neces-
sary. Further research into alternative, potentially better-suited sequence mining
algorithms should be conducted, too. Analyzing patterns from constraint-based
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SPM approaches that only allow contiguous patterns is an interesting next step
for attack and support pattern mining as well as quantifying the chance-corrected
statistical significance of the patterns found. Regarding representing and further
analyzing attacking and supporting arguments in formalisms dealing explicitly
with arguments and argumentation, so-called Abstract Dialectical Frameworks
(ADFs) [5] seem to be suitable as they provide sufficient expressive power. Such
an approach was suggested in our FAME-project [4] and will be one future
research line.

Acknowledgements. This work was funded by the Deutsche Forschungsgemeinschaft
(DFQG) as part of the project “FAME: A framework for argument mining and evaluation”
(project no. 406289255).
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Fig. 5. Number of transactions for flat and concatenated aspect resolution, in total,
and only containing transactions, in which every tweet has either a pro or con stance.

Figure 5 shows the number of transactions for flat and concatenated aspect res-
olution when including and excluding transactions containing tweets without
a predicted stance. The number of transactions is vastly reduced by excluding
tweets without a stance. This shows that our method is condensing the dataset
significantly, making it more likely that patterns of interest can be found.
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Table 6. Top five patterns of length n = 3, by year.

Pattern ‘ Support
2017

(pro, renew), (pro, renew), (pro, reliability) 2.25%
(pro, renew), (pro, reliability), (pro, reliability) 2.21%
(pro, renew), (pro, renew), (pro, renew) 1.83%
(pro, reliability), (pro, reliability), (pro, reliability) | 1.81%
(pro, climate), (pro, renew), (pro, reliability) 1.57%
2019

(pro, renew), (pro, renew), (pro, renew) 1.11%
(pro, climate), (pro, climate), (pro, climate) 0.89%
(pro, renew), (pro, renew), (pro, reliability) 0.77%
(pro, reliability), (pro, renew), (pro, renew) 0.75%
(pro, costs), (pro, costs), (pro, costs) 0.72%
2021

(pro, renew), (pro, renew), (pro, renew) 1.17%
(pro, climate), (pro, climate), (pro, climate) 1.04%
(pro, costs), (pro, costs), (pro, costs) 0.95%
(pro, renew), (pro, renew), (pro, reliability) 0.74%
(pro, fossil fuels), (pro, renew), (pro, renew) 0.73%
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Abstract. We present a multi-step classification approach that com-
bines classical machine learning methods with computational models for
argumentation. In the first step, the dataset is divided into different
groups using a clustering algorithm. In the second step, we employ rule-
learning algorithms to extract frequent patterns and rules from each
resulting cluster. In the last step, we interpret the rules as the input for
structured argumentation approaches. Given a new observation, we first
assign it to one of the previously generated clusters. Subsequently, the
classification of the observation is determined by formulating arguments
based on the respective cluster-specific rules for the different classes.
Finally, the justification status of the arguments is determined using
the argumentative inference method of the structured argumentation
approach.

Keywords: Argumentation - Classification - Rule Mining

1 Introduction

Classification is a widely known problem in the field of artificial intelligence.
In recent years, machine learning approaches, in particular different forms of
neural networks, have made substantial progress in solving classification tasks
for a diverse range of domains—such as computer vision [15], text processing [10],
or graph theory [19]. However, although current machine learning methods for
classification purposes may yield remarkably accurate results, they are still not
guaranteed to be correct, and they are not inherently explainable, i. e., no form of
justification or rationale is provided. On the other hand, the need for explainable
methods is becoming increasingly relevant [4].

To address the problem of lacking explainability in machine learning-based
classification approaches, Thimm and Kersting [16] propose an approach that
combines machine learning with computational models of argumentation [5].
To be precise, the authors suggest a two-step procedure: first, a rule learning
algorithm is applied to extract rules from a given dataset; in the second step,
the learned rules are used as input for a structured argumentation system, which
then yields a justification status for each class, given a new observation. Thus,
this approach does not only deliver classifications but also explanations thereof.
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Further, expert knowledge (in the form of additional arguments) can easily be
incorporated into the reasoning process.

Thimm and Kersting [16] presented some preliminary experimental results
in their study: on the Animals with Attributes (AwA) dataset, about 30%
of the instances were classified correctly, while the remaining 70% were
deemed “undecided”.! In this paper, we build explicitly on these results and
present an extended approach that likewise includes a rule mining step and an
argumentation-based classification step, which introduces a clustering technique
for more targeted rule mining. More specifically, the clustering step reduces the
number of mined rules to make them more purposeful and additionally coun-
teracts the extraction of contradictory rules. In an experimental analysis, we
show that our method can achieve a significantly higher accuracy of 71 % on the
AwA dataset. To corroborate our observations, we consider additional datasets.
Furthermore, we demonstrate that the procedure introduced in this work is
potentially significantly more resource-efficient than the approach proposed by
Thimm and Kersting.

2 Background

The three main ingredients of the approach presented in this paper are (1) a
clustering algorithm, (2) a rule mining algorithm, and (3) a structured argu-
mentation method. Although the choice of each component is generally flexible,
we select some concrete instantiations of each component as an example. For
the clustering part, we use a simple k-modes algorithm [12], which is aimed at
clustering categorical variables. As the rule mining algorithm we use association
rule mining, and as the structured argumentation approach, following [16], we
use defeasible logic programming [9]. Both latter formalisms are outlined below.

Association Rule Mining. Data mining generally encompasses methods for
extracting non-trivial patterns from a given dataset. Association rule min-
ing [3] aims to uncover interesting relationships among items within exten-
sive databases. Consider I = {I1,I5,...,I,;} as a set comprising m distinct
attributes. Let T be a transaction containing a set of items such that 7' C I,
and let D be a database with various transaction records Ts. An association rule
takes the form of X = Y, where X,Y C I represent sets of items known as
itemsets, and X NY = (). In this context, X is referred to as the antecedent, and
Y is termed the consequent. The rule X = Y signifies that the presence of X
implies the presence of Y. Association rules rely on two fundamental criteria of
interestingness: support and confidence. These criteria help identify relationships
and rules by revealing frequently occurring if/then patterns. To be considered,
association rules typically must meet both a user-specified minimum support and

! Note that the authors used defeasible logic programming (DeL.P) [9] as the structured
argumentation approach, and DeLLP does not only use “yes” and “no” as answers,
but also “undecided”.
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a user-specified minimum confidence simultaneously. The support of an associa-
tion rule is defined as the fraction of records that contain X UY relative to the
total number of records in the database. The confidence of an association rule is
defined as the fraction of the number of transactions that contain X UY relative
to the total number of records that contain X. For the approach presented here,
we use FP-Growth [11] as a rule miner.

Defeasible Logic Programming. The core idea behind defeasible logic program-
ming (DeLP) [9] is to combine concepts from logic programming and defeasible
argumentation to allow for dealing with incomplete or contradictory data. A
defeasible logic program (de.l.p.) consists of facts and rules which are divided
into strict rules of the form [ « B and defeasible rules of the form | —« B, with
[ being a single literal and B a set of literals. Moreover, a fact is a single literal
(i-e., an atom a or a negated atom —a). Thus, formally, a de.l.p. P = (II, A) con-
sists of a set IT of facts and strict rules, and a set A of defeasible rules. Further,
a literal [ is derivable by some set of rules R (i.e., R |~ 1) if it is derivable follow-
ing the classical rule-based understanding. If both R I and R | =i, then R
is contradictory. Conventionally, IT is non-contradictory. Further, if R I, and
R[4 L, we call the literal | consistently derivable (denoted as R |~ 1).

For a delp P = (II,A) and a literal [, a tuple (A,l) (with A C A) is an
argument for [ iff IT U Ap~° | and A is minimal wrt. set inclusion. Further, (B, ¢)
is a subargument of (A,l) iff B C A. We refer to (Ay,l1) as a counterargument
to (Ag,l2) at literal [, iff there is a subargument (A, 1) of (As,l3) with ITU{l,l;}
being contradictory. To deal with counterarguments, we use the generalized speci-
ficity relation > as a formal comparison criterion among arguments. According
to this criterion, an argument is preferred over another, if (1) it has a greater
information content and is thus more precise, or (2) it uses fewer rules and is thus
more concise (see Garcia and Simari [9] for a formal definition and further dis-
cussion). We call (A;,11) a defeater of {(As,lo) iff there is a subargument (A, 1)
of (Asg,l3) such that (Ay,l1) is a counterargument of (Ag,ls) at literal I and
either (Ay,l1) > (A1) (proper defeat) or (A1,l1) # (A1) and (A1) ¥ (A1, 1)
(blocking defeat).

A finite sequence of arguments A = [(A1,l1),..., (Am,ln)] is an acceptable
argumentation line iff (1) every (A;,1;) with ¢ > 1 is a defeater of (A;_1,l;—1)
and if (A4;,[;) is a blocking defeater of (4;_1,1;—1) and (A;+1,l;4+1) exists, then
(Ait1,hiy1) is a proper defeater of (A;, h;), (2) the sets IT U A3 U A3 U ...
and IT U Ay U A4 U... are non-contradictory, and (3) there exists no (Ayg,lx)
as a subargument of (A;,[l;) with ¢ < k. Thus, intuitively, an argumentation
line forms a sequence of arguments, in which each (A;,l;) defeats its predeces-
sor (A;_1,l;—1). Moreover, since an argument (A;,l;) defeats (A;_1,l;—1), and
therefore reinstates (A;_o,1;_2), the sets TUA; UA3U... and ITUA;UA4U. ..
must be non-contradictory in order for the argumentation line to be acceptable.
To avoid circular argumentation, we also need to ensure that no subarguments
are reintroduced in the same argumentation line.

Finally, a literal [ is warranted if there is an argument (A,!) which is non-
defeated in the end. To decide whether (A, 1) is defeated or not, every acceptable
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argumentation line starting with (A4, 1) has to be considered. The answer is to a
DeLlP query is YEs if [ is warranted, and NoO if =/ is warranted. Otherwise, the
answer is UNDECIDED.

3 Cluster-Specific Rule Mining

The approach proposed in this work is an extension of the argumentation-based
classification approach (AbC) described by Thimm and Kersting [16]. The AbC
approach consists of two steps: (1) Mining of association rules from a given
dateset and (2) performing classification using the generated rules as an input
to a structured argumentation approach. During the initial phase, algorithms for
rule mining are employed to identify frequent patterns and rules from a spec-
ified dataset. The result of this step yields a substantial number of rules [17].
However, these rules cannot be directly applied to classification since they often
exhibit inconsistencies. Hence, in the subsequent phase, these rules are used as
input to structured argumentation methods, such as DeLP. Employing the argu-
mentative inference procedures inherent in these approaches, the classification
of the new observation is executed by formulating arguments based on these
rules and evaluating their justification status. Using argumentation techniques
enables the creation of classifiers explicitly designed to explain their decisions,
thus meeting the contemporary demand for explainable AI. These classifiers are
able to explain the reasons for favoring arguments supporting the conclusion
over counterarguments.

We extend the original two-step argumentation-based classification approach
AbC to a multi-step classification method, that combines traditional machine
learning methods with structured argumentation. To be precise, we introduce
two additional steps. Firstly, we perform a clustering of the input data, resulting
in groups of instances with similar properties. Secondly, a feature selection is
carried out for each cluster to identify the most informative features for the pre-
diction of the target variable. Subsequently, these features are used to generate
cluster-specific association rules for each cluster. Since the number of generated
rules significantly influences the classification time, this approach leads to sig-
nificantly shorter runtimes and is more resource-efficient. In addition, grouping
instances with similar properties leads to discovering relationships that are diffi-
cult to detect when looking at the entire dataset. This improves the capability to
classify datasets where a naive approach may not extract enough rules. Moreover,
the generated rule set is more consistent due to the similarity of the instances
within a cluster and the emphasis on meaningful features, improving the decid-
ability of instances and thus reducing the number of undecidable instances. In
general, the presented approach consists of four steps: (1) Clustering the input
data, (2) cluster-specific feature importance analysis to select the most informa-
tive features, (3) cluster-specific association rule mining based on these features,
and (4) classification of new observations by assigning them to a cluster and
using the cluster-specific rules. Each step is outlined in more detail below.
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Clustering. First, the input data is divided into k£ groups based on all features
(including the target feature), using the k-modes [12] algorithm. The k-modes
clustering algorithm modifies the well-known k-means clustering method for
partitioning a dataset into distinct groups or clusters based on categorical data.
This step aims to divide the input data into smaller, more manageable groups
with similar properties to reduce the running time of the rule mining algorithm,
reduce the number of rules generated, improve the detection of otherwise hard
to find relations and improve the quality of the rules.

Feature Selection. This step conducts a feature importance analysis to find the
most informative features for classifying the target variable within a cluster
using the mutual information score. Mutual information quantifies the relation-
ship between two random variables with a value that is always non-negative,
indicating their dependency level. This value is zero exclusively when the two
variables are independent, with larger values indicating a greater dependency.
The score calculation is based on entropy estimation using distances from k-
nearest neighbors, as outlined in [13,14]. After calculating the scores for each
feature, the top k features are selected. The selected cluster-specific features are
used as the input for the rule miner in the next step. The association rule mining
step is massively accelerated by reducing the number of features and discarding
features with little expressiveness. Furthermore, only the most relevant features
are used for rule mining, leading to fewer, more meaningful rules.

Association Rule Mining. This step generates cluster-specific association rules
for each previously generated cluster based on the most important selected fea-
tures. In this work, we use the FP-Growth [11] algorithm. In principle, however,
any rule mining algorithm is usable. To generate rules from the truth values
of the features of an instance, these are represented as a set of ground liter-
als. For example, for a dataset of animals with the attributes swims, black,
and arctic, the attributes of a dolphin would be represented as swims(dolphin),
—black(dolphin), and —arctic(dolphin). The output of the rule mining algorithm
is a set of association rules such as flippers(X) — ocean(X), which can be inter-
preted as “animals with flippers live in the ocean”. Subsequently, the created
rules are filtered according to the method of Thimm and Kersting [16]: Rules
with more than one element in the conclusion and more than three elements
in the body are discarded. All rules with confidence value 1 are interpreted as
strict; the remaining rules are interpreted as defeasible.? Occasionally, no or not
enough cluster-specific rules are generated for the target variable, resulting in
instances assigned to this cluster not being able to be classified. To prevent this,
we implemented an adaptive rule mining process, which iteratively adjusts the
confidence and support values until at least one rule for the target variable is
generated.

2 We followed this procedure to ensure the best comparability with the original app-
roach. A systematic analysis of different rule filtering techniques and strict/defeasible
thresholds is out of the scope of this work and saved for future work.
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Classification. In the classification step, the cluster-specific rules are used as
input to the structured argumentation approach DeLP (see Sect.2). To classify
a new instance, it is first assigned to a cluster using the previously trained
clustering algorithm to determine the classification rule set. Since the value of
the target variable is unknown, the assignment is performed twice, whereby
(1) the target variable is assumed to be positive and (2) it is assumed to be
negative. If, for example, one aims to classify the edibility of a mushroom with
the classes edible and poisonous, an unseen mushroom is once assumed to be
edible and another time assumed to be poisonous. Two cases can occur: The
mushroom is either assigned to the same cluster in both cases or to different
clusters. In the first case, the rules of the corresponding cluster are applied,
and the classification is carried out. In the second case, two classifications are
performed with the different rules of the respective cluster. Since two different
sets of rules from different clusters are used, and different assumptions are made
about the class of the target variable, conflicting classifications may occur. For
example, a mushroom m is assigned to cluster Cy for the negative assumption
(poisonous) and to cluster Cy for the positive assumption (edible). The query
poisonous(m) returns the answer UNDECIDED for Cy. For C, the answer is
YES. Since the results do not match, one of the two answers must be selected.
In general, two types of conflicts can arise: (1) The rules of one cluster return
UNDECIDED, and the rules of the other cluster return a concrete answer YES/NoO,
or (2) one cluster returns YES and the other No. The first conflict is resolved
by choosing the concrete answer (YES/NO) as the final result. In the second
case, the answer of the rule set with the higher average confidence is used. If the
average confidence matches, the average support is used as a tiebreaker.

4 Experimental Analysis

In this section, we present the results of an experimental analysis, in which we
compare our approach® to AbC [16] in terms of the classification performance
on five different datasets. Below, we describe the experimental setup and subse-
quently discuss our findings.

Datasets and Setup. We use five well-known categorical datasets for binary clas-
sification as training and test data: Animals with Attributes, Zoo, Mushrooms,
Car Fvaluation, and Congressional Voting Records.

All categorical features that are not already in binary form were one-hot
encoded by converting each feature into as many 0/1 features as there are differ-
ent values. For a dataset with, for example, the feature safety, which has two dif-
ferent values, low and high, two new dummy features, safety_low and safety_high,
have been introduced. For each instance, the feature’s value was then replaced by
the corresponding one-hot encoding. Records with missing values were excluded.

We make use of the following five datasets.

3 https://github.com/jklein94/Cluster- Specific- Rule- Mining- for- Argumentation-
Based- Classification.
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Animals with Attributes. The Animals with Attributes (AwA) dataset consists
of 50 different animals with 85 boolean-valued attributes. The dataset was ran-
domly split into 90% training data and 10% test data. The Zoo [8] dataset is sim-
ilar to the AwA dataset. It contains 101 instances of animals with 16 attributes.
The dataset was randomly split into 80% training data and 20% test data.

Mushrooms. The Mushrooms [2] dataset comprises descriptions of imaginary
samples representing 23 species of mushrooms. Each species is categorized as
either edible, poisonous, or of uncertain edibility. The latter category was merged
with the poisonous one. The dataset initially consists of 8124 instances with 22
categorical features. After the data cleaning and feature encoding, the dataset
contains 5644 instances with 99 features and was randomly split into 90% train-
ing data and 10% test data.

Car Evaluation. The Car Evaluation (Car) [6] dataset was derived from a simple
hierarchical decision model. The original dataset contains 1728 instances with
6 categorical features. After one-hot encoding, a total of 22 features resulted.
No instance was excluded. The classification target is determining whether a car
exhibits a low safety standard. The dataset was randomly split into 80% training
data and 20% test data.

Congressional Voting Records. The Congressional Voting Records (Congress)
dataset [1] consists of 1984 US Congressional Voting Records for each of the
U.S. House of Representatives Congressmen. Initially, it contains 435 instances
and 16 features. After removing the records with missing values and encoding
the features, 232 instances with 33 features remain. The classification target is
to determine which party (Democratic or Republican) a congressman voted for.
The dataset was randomly split into 80% training and 20% test data.

We repeated the classification five times for each dataset according to the
procedure described in Sect. 3. The number of randomly initialized clusters was
set to seven. For each cluster, the top four features were selected. We set the min-
imum support of the rule mining algorithms to 0.7 and the minimum confidence
to 0.9.* We use the accuracy, percentage of undecided instances, and percentage
of decided, but falsely classified instances to evaluate the performance of the
proposed approach. The mean result of the five runs is reported. Note that we
randomly selected ten attributes for the AwA dataset as target variables. The
average of the metrics across all ten selected attributes is reported. We randomly
selected three target variables for the Zoo dataset. The results for each selected
attribute are reported individually.

Results. The results in Table1 show that AbC could not classify even one
instance for five of the seven scenarios. To be precise, for the classification of

4 The values used showed promising results in preliminary experiments, achieving a
good balance between the number of generated rules, classification performance, and
runtime. A systematic analysis of the parameters is beyond the scope of this work
and will be part of future work.
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Table 1. Overview of accuracy (ACC), undecidable instances (UNDEC), and decided
but falsely classified instances for our approach and the AbC approach. The results of
ADbC for the AwA dataset are those reported in [16].

Name Ours AbC
ACC | UNDEC (%) | False (%) | ACC | UNDEC (%) | False (%)

AwA 0.71 |17.20 12.0 0.30 | 70.0 0.00
Zoo_eggs 1.00 |0.00 0.00 0.00 |100.0 0.00
Zoo_milk 0.96 |0.95 2.86 0.00 |100.0 0.00
Zoo_fins 0.92 |2.86 4.76 0.86 |9.52 4.76
Mushrooms | 0.88 | 10.80 1.13 - - -

Car 0.82 | 15.26 2.77 0.0 |100.0 0.00
Congress 0.87 |4.68 8.09 0.00 |100.0 0.00

Zoo_eqgs, Zoo-milk, Car, and Congress all test instances were answered as UNDE-
CIDED, leading to an accuarcy of 0. Our approach, on the other hand, consistently
achieves high accuracies ranging from 0.82 (Cars) to 1.0 (Zoo-eggs). For Zoo_fins,
both approaches show 4.76 % of falsely classified instances. However, our app-
roach exhibits a significantly lower proportion of UNDECIDED instances, reflected
in a higher overall accuracy of 0.92 compared to AbC (0.86). In addition, in our
experiments, AbC created a very large number of rules for the AwA dataset,
which precluded classification in a reasonable time, which is why we rely on the
results reported in [16]. Although the results can only be compared to a limited
extent, our cluster-specific approach shows significantly higher accuracy (0.71
vs. 0.3) and a significantly smaller proportion of undecidable instances (17.2%
to 70 %) than AbC. The most extensive dataset Mushrooms could not be classi-
fied by AbC because it ran out of memory in the rule mining step. Our method
achieves an accuracy of 0.88, with 10.8 % of instances remaining undecided and
a low 1.13 % false classification rate.

5 Limitations

The approach presented in this paper achieves promising results in terms of
accuracy and the reduction of undecidable instances. However, there is still room
for improvement. In the following, we will discuss some main limitations of the
proposed approach.

Rule Generation Control. The classification performance heavily depends on
the generated rules. However, direct control over the rule-generation process is
limited to setting support and confidence thresholds. Another way to influence
rule generation is through clustering and feature selection. Finding the best
parameters for the clustering and feature selection steps is a non-trivial task
that ultimately comes down to trial and error as it is very dataset-dependent.
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Computational Overhead. Compared to traditional machine learning methods,
our approach can result in longer classification times due to its multi-step nature.
Each step has a computational overhead, and the runtime of the clustering algo-
rithm, the rule mining algorithm, and the DeLLP implementations significantly
influence our approach’s runtime performance.

Classification Tasks and Data Types. Our method’s design primarily targets
binary classification tasks, focusing on handling categorical variables. In its
current configuration, achieving multi-class classification necessitates multiple
invocations of the classification pipeline—one for each class. This requirement
can significantly heighten computational demands, potentially detracting from
overall performance efficiency. Moreover, the approach’s specialization in cate-
gorical variables necessitates that numeric features undergo a binning process
to be transformed into categorical equivalents. This transformation can lead to
an exponential increase in the number of features, substantially expanding the
feature space.

6 Conclusion

In this work, we presented a new approach to argumentation-based classification.
Building on the preliminary results of Thimm and Kersting [16], we developed
a multi-step classification approach that combines classical machine learning
methods with approaches to (structured) argumentation. In an experimental
analysis, we examined the classification performance on five different dataset
and showed that our cluster-specific rule mining approach achieves significantly
better accuracies and lower numbers of undecidable instances than the origi-
nal AbC approach. In future work, we aim to explore the influence of different
configurations for the clustering, feature selection, and rule mining steps and
their impact on classification performance. Furthermore, broadening the scope
of evaluation to encompass datasets of increased complexity and diversity and a
comparative analysis with other argumentation-based methods like ABALearn
[18] and AA-CBR [7], other symbolic learners and traditional machine learning
approaches would be of great interest. Moreover, efforts to improve scalabil-
ity and computational efficiency are paramount. Optimizing the approach to
handle larger datasets efficiently without sacrificing explainability or classifica-
tion accuracy is critical for practical use. Finally, extending our methodology to
efficiently tackle multi-class classification tasks and accommodate diverse data
types, including continuous and multi-modal datasets, represents a significant
frontier for exploration.
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Abstract. The opinions of political actors (e.g., politicians, parties,
organizations) expressed through claims are the core elements of politi-
cal debates and decision-making. Political actors communicate through
different channels: parties publish manifestos for major elections, while
individual actors make statements on a day-to-day basis as reflected
in the media. These two channels offer different approaches for analy-
sis: Manifestos, on the one hand, are useful to characterize the parties’
positions at a global ideological level over time. In contrast, individ-
ual statements can be collected to analyze debates in particular policy
domains on a fine-grained level, in terms of individual actors and claims.
In this article, we summarize a series of studies we have carried out.
We apply NLP-driven (semi-)automatic analyses on these two channels
and compare their potentials and challenges. The fine-grained analysis
yields rich insights into the communication but comes at the cost of three
challenges: (a) a substantial hunger for manual annotation, introducing
practical hurdles for analysis both within and across languages; (b) diffi-
culties in claim classification arising from the uneven frequency distribu-
tion over the theory-based annotation schemas; (¢) the need to map actor
mentions onto canonical versions. Manifesto-based analysis avoids these
challenges to a substantial extent when a more coarse-grained analysis of
party positions is sufficient. We highlight the benefits and challenges of
both approaches, and conclude by outlining perspectives for addressing
the challenges in future research.

Keywords: Claim identification - discourse network analysis - party
positioning - argument mining

1 Introduction

Political decision-making in democracies is generally preceded by political
debates taking place in parliamentary forums (committees, plenary debates),
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different public spheres (e.g., newspapers, television, social media), and in the
exposition of political ideologies in party manifestos [44,46]. In these debates,
various actors voice their positions and beliefs, make claims and try to advance
their agendas. Political scientists have therefore developed a range of methods
to analyze these debates in the dual goal of understanding democratic decision-
making and identifying influential actors and important arguments driving the
development of these debates. Two prominent ones are as follows:

(a.) To obtain a maximally informative picture, we can identify the claims and
actors involved in a given debate, combining political claims analysis [23] and
network science, and represent them as discourse networks [26,27]. This per-
mits researchers to capture structural aspects of political debates, investigat-
ing and reconstructing debates in a fine-grained manner and understanding
the reasons why some claims prevail and others fail.

(b.) The more traditional approach in the political science tradition is to abstract
away from the details of a given debate and assess positions and beliefs of
political actors at the aggregate level of party positions, namely analyzing
manifestos. This provides much less detail but focuses on the arguably most
important group of political actors and their respective ideologies. Shifts in
ideology allow understanding the change of opinions within a party and their
electorate [3]. This approach also allows for direct access to actors’ opinions as
in comparison with news that goes through a selection of actors and decisions
when reported in the media outlets.

In this article, we present an overview of the main contributions from a series
of studies that aimed at assessing whether these two approaches can be con-
ducted more efficiently using methods from natural language processing (NLP).
We start in Sect.2 with the more complex approach (a), conceptualizing dis-
cursive exchanges as discourse networks. Our goal here is to assess how NLP
can help to overcome the roadblocks that studies in this perspective are facing
because of the time- and labor-intensive annotation required by detailed anal-
yses of political discourse. Then, in Sect. 3, we switch perspective to approach
(b), adopting instead the goal of characterizing party positions at the global,
ideological level. We demonstrate that this task does not require a full-fledged
discourse network analysis, can do with very coarse-grained content categories,
and that hardly any manual annotation is necessary. We highlight the benefits
and challenges of both approaches, and conclude by outlining perspectives for
addressing the challenges in future research.

2 Fine-Grained Analysis of Political Discourse

Our starting point for the first approach is political debates as they are repre-
sented in newspaper articles. In these articles, journalists report on claims and
positions of all kinds of actors participating in public debates. We conceptual-
ize these discursive interactions as discourse networks [26] — (dynamic) bipartite



Automatic Analysis of Political Debates and Manifestos 73

favor of establishing a quota scheme
to distribute migrants among (
European countries. ’:> ‘~

Her statement was condemned by
the prime ministers of Hungary and
Poland, Orban and Szydto.

Fig. 1. Discourse Network Example

Today Angela Merkel spoke out in

Distribution of
Migrants

Strict Migration
Controls

1
1
Task 5: actor and A13
polarity attribution
_| Category A13:
support "| delay Brexit Task 6:
2 i . network
Task 3: actor T?SK ‘f, le’m constructio
mapping classification
has said it will support Ehe amendmenﬂ Labor
Task 2: actor detection Task 1: claim identification party

Fig. 2. From newspaper articles to affiliation networks (adapted from [32])

graphs with two types of nodes, namely (a) actors (politicians, parties, organiza-
tions, but also groups of citizens such as protesters); and (b) fine-grained cate-
gories of claims (purposeful communicative acts in the public sphere by which an
actor tries to influence a specific policy or political debate). Edges link actor nodes
with the claim nodes that they communicate about and are tagged with a polar-
ity: actors can either support or oppose specific claims. Figure 1 shows an example
where actors are ovals, claim categories are rectangles, and green and red edges
denote support and opposition. Figure 2 presents a step-by-step guide to devel-
oping such a network based on newspaper articles: Given a document, we need
to detect text spans that express claims and actors (Tasks 1 and 2), we need to
map these text spans onto canonical actors (e.g., “Merkel”, “the chancellor”, “Mrs.
Merkel” are mentions of the canonical actor Angela Merkel) and claim categories,
respectively (Tasks 3 and 4), and finally we need to establish actor-claim dyads
with correct polarities (Task 5) and construct the actual network (Task 6). Until
recently, to construct these networks, one needed to meticulously perform these
tasks by hand; which costs time and hence money. Therefore, we aim to use NLP
to develop predictive models capable of automating this process. This results in a
fairly complex computational setup which gives rise to three main challenges:

(1) Annotation takes long and is costly. Traditional supervised learning
demands a substantial number of annotated datapoints, but annotation of
actors and claims calls for expert annotation. This leads to a ‘slow start’ sit-
uation: a sizable amount of manual annotation has to be carried out before
computational modeling can proceed. Once models are in place, they can
speed up future annotation, but this comes with its own set of challenges [18].
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In practice, this means that a combination of time, money, and expertise is
necessary to reach that point which might not always be available. Further-
more, carrying out comparative studies requires annotation to be available
for multiple languages, even if only for evaluation purposes.

(2) Political claims are difficult to process on a fine-grained level.
The codebooks developed by political science experts to describe the rele-
vant claim categories in societal debates need to be sufficiently fine-grained
to permit the characterization of competing positions in terms of the dis-
course network. This consideration often leads to codebooks with anywhere
between 50 and over 100 claim categories [4,17,22]. As usual for language
data, a few categories are frequent, while the majority are rare. This further
exacerbates the problem mentioned in point (1) when learning claim identi-
fications and claim classifiers (cf. Tasks 1 and 4 in Fig.2): even a relatively
large corpus will hardly provide enough examples of the infrequent categories
for straightforward learning.

(3) Actor mentions are difficult to aggregate. Most of the mentions of
actors in any discourse do not use their canonical name (“Angela Merkel”), but
instead short versions (“Mrs. Merkel”), roles (“the chancellor”), or even just
personal or possessive pronouns (“she”, “her”, compare Fig. 1). The mapping of
such mentions onto the right actor node in the discourse network is essentially
equivalent, in the general, to coreference resolution which is known to be a
hard task. While shortcuts exist for some instances, notably the use of entity
linking [36] for actors which are represented in some database, there are many
actors for which this is not the case — including politicians at the local or
regional levels as well as ‘ad-hoc’ actors such as “several ministers”.

In the following Sects. (2.1-2.4), we discuss a series of studies addressing tasks
1-4 from Fig. 2 and responding to these challenges. As gold standard for our stud-
ies we use DEbateNet [4], which is a large corpus resource that we created for
the analysis of the German domestic debate on migration in 2015. After domain
experts from political science developed a codebook for the policy domain, roughly
1000 newspaper articles from the German left-wing quality newspaper ‘taz - die
tageszeigung’ with a total of over 550.000 tokens were annotated for actors, claims,
and their relations, and finally used for computational modeling.

2.1 Less Annotation Is More: Few-Shot Claim Classification

As noted in Challenge 1, NLP models that (partially) automate claim detection
and classification traditionally require relatively large manually annotated data
sets for training or fine-tuning, since the required domain-specific semantic dis-
tinctions are hard to recover directly from plain text. Since for most political
topics no annotated data exists, research projects usually needed to start with
a substantial amount of classical qualitative text analysis. The situation has
changed substantially in the last two years, with the advent of large language
models and their capacity for transfer learning and few-shot learning [5], that is,
the ability to learn new tasks ad hoc, from very small numbers of examples.
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To assess the potential of few-shot learning, we have carried out a study
to assess whether we are able to replicate the manual annotation in one policy
domain — the debate about the exit from nuclear energy in Germany in the
year 2013 [19] — based on our models trained on migration debates and with a
minimal amount of additional training data [17]. We thus try to process claims
on the exit from nuclear energy use like “The Greens want to introduce a bill in
the Bundestag for the immediate and final decommissioning of Germany’s seven
oldest nuclear power plants” with a model trained on claims from the migration
debate like “The basic right to asylum for politically persecuted persons knows
no upper limit, Merkel also announced in an interview”. In this overview, we
focus on the tasks of claim identification and claim classification (cf. Figure 2).

We work with a corpus of articles sampled with a keyword-based approach
which still contains about as many relevant as irrelevant articles. Claims are
identified by a binary sentence classifier. We start by calculating sentence embed-
dings using a sentence-BERT model (paraphrase-multilingual-mpnet-base-v2;
[35]). We then use the manually annotated DEbateNet dataset (cf. Section 2)
to train a multi-layer perceptron as claim identifier. Even though trained on
data from a completely different topic area, our classifier obtains an F1 score of
0.78 on nuclear energy claims (precision: 0.77, recall: 0.79). This is remarkable,
especially considering the large number of irrelevant articles in the corpus.

For claim classification, the model requires some information about the rele-
vant claim categories. In our case, we use the category labels (i.e., names) from
the codebook that was used to annotate the claims in the original study as
minimal input for a few-shot learning approach. Again, each sentence is embed-
ded with an SBERT model (using the same model as for claim identification).
Analogously, the category labels from the codebook are encoded by SBERT. We
then compute cosine similarity between all claim candidates and all category
labels. Manually checking the top-ranked sentences for each label leads to seed
sentences for each category. In the next step, we classify each claim candidate
by assigning it to the category of the most similar seed sentence. To control the
precision of claim classification, we introduce a threshold for similarity scores:
Claim candidates with higher similarity scores are retained, while those below it
are filtered out as potentially irrelevant.

When we evaluate whether the model correctly predicts categories for indi-
vidual claims by computing F1 scores for each category, the model reaches F1
scores ranging from 0.23 to 0.45 for the more frequent claim categories (n >
20). Results for infrequent categories are unreliable. When evaluating whether
the model correctly predicts the claims in the eight n-core networks of the orig-
inal study, the results are better, with F1 scores between 0.29 and 0.69. In both
cases, the variation of F1 scores across categories shows that especially infre-
quent categories pose a major challenge to our few-shot approach of generating
discourse networks. In the next section, we therefore discuss options to increase
the precision of predicting infrequent claim categories.
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200 Residency

201 Emergency accommodation/1st adm. 209 Restricted residency obligation
202 Refugee accommodation 210 Subsidiary protection

203 Centralised accommodation 211 Right of residency

204 Provision of living spaces 212 In-kind in contributions

205 Forced occupancy of private housing 213 Church asylum

206 Private accommodation 214 Naturalization

207 Deportation 299 General

Fig. 3. Codebook excerpt: Supercategory residency

Table 1. Claim classification: Precision, Recall, F-Scores on DebateNet newspaper
corpus. Simplified from [13].

Freq band | Base HLE CRR HLE+CRR
P R F1 |P R F1 |P R F1 |P R F1
Overall 61.2141.9|47.0|75.2|52.259.0|70.4|49.0|55.2|76.5|54.3 | 60.8

Low 10.219.7 /9.6 |58.3/30.6 37.4|31.2|16.1|18.7|54.8/29.0|35.8
Mid 58.036.041.8|77.4|55.3/62.2|75.8/49.1|55.8|85.1|58.866.2
High 73.1|50.8|56.7|77.8|55.662.3|76.4|55.9|62.6|77.7|57.9 64.0

2.2 Improving Claim Classification with Hierarchical Information

As Challenge 2 formulated above, the many infrequent claim categories are very
difficult to recognize accurately. We now describe a study on how to combat this
challenge [13]. We start from the observation that political science codebooks
are typically structured hierarchically into (at least) two levels, with an upper
level that corresponds to broad political supercategories and a lower level that
defines specific policies (claim categories). Figure3 shows an example of the
supercategory of residency, which is split up into about a dozen specific claim
categories. When we have insufficient amounts of training data available, we can
use this information to formulate a prior for the claim category embeddings that
are learnt by our model’s classifier: in the embedding space, claim categories
should be located closer to other categories within the same supercategory than
to claim categories of other supercategories. This leads us into the general area
of hierarchy-aware classification methods.

While we evaluated various methods [13], we focus here on two approaches.
The first one is hierarchical label encoding (HLE) [37] which decomposes the
parameters for the specific claim categories into a (shared) supercategory part
and a category-specific part, and a regularization approach which we call Class
Representation Regularization (CRR) and which encourages the model to min-
imize the distances among the representations for each specific claim category
within the same supercategory. For an experiment, we set up a base classifier
based on BERT and combined it with HLE and CRR, training and testing on
the DEbateNet gold standard (Sect.2). The results in Table 1 shows that both
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Table 2. Cross-lingual modeling: F1 scores for Claim class for claim identification
(Id), macro average for claim classification (Class) on two datasets: DebateNet and
Guardian. Simplified from [45].

Model Train | Test DebateNet Guardian

Id F, | Class F1 | Id F; | Class F1
Baseline (mono) | de de 56.2 | 70.5 - -
Translate-test | de de (via en) | 55.8 | 69.5 20.6 |534
Translate-train |en en 57.3 |67.8 25.5 |51.0
Multilingual de en 45.8 |50.3 20.0 |39.0

strategies, HLE and CRR, lead to a clear improvement in overall micro-F1 score
over the base classifier (F1=47.0) to F; scores of 59.0 and 55.2, respectively. A
combination of the two leads to a further improvement to F1=60.8. The improve-
ment is most striking for the low frequency band (corresponding to the lowest
frequency tercile), improving from F;=9.6 to F;=35.8. The developments for
the two other frequency terciles are less dramatic, but still substantial (mid:
41.8 — 66.2, high: 56.7 — 64.0). A second study shows similar, albeit smaller,
effects for claim classification on party manifestos with categories from MAR-
POR, a domain-independent claim classification schema [41] discussed in more
detail below in Sect. 3.1. This bolsters the interpretation that our improvements
are not tied to the specific codebook we used. We conclude that there is con-
siderable space to improve the prediction quality for infrequent claim categories
with dedicated methods.

2.3 Multilingual Claim Processing

When we move to another language while staying in the same policy domain
— for example, for the purpose of comparative analyses across countries — we
find ourselves faced with a specific case of Challenges 1 and 2: Do we have to
start over with creating manual annotations? For argument mining, for which
the identification of claims is a core task, the potential of machine translation
for cross-lingual projection has already been established [16].

We report on a pilot study in claim identification and classification in other
languages [45], machine-translating the German DEbateNet articles into English
and French (this overview focuses on English). We compared three strategies: (a)
backtranslating the foreign-language texts into German and analyzing them with
a monolingual German BERT-based claim identifier and classifiers (‘translate-
test’); (b) building monolingual BERT-based foreign-language models from the
translated DebateNet and using them to analyze the data in the respective lan-
guages (‘translate-train’); (¢) training multilingual models based on multilingual
BERT on the original German data and then applying it to translated data
(‘multilingual’).

The ‘DebateNet’ column of Table2 shows that dealing with multilingual
claims with machine translation works well: results are almost identical to the
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Table 3. Actor mentions and their canonicalizations in newswire article (https://
shorturl.at/WZ159)

Local mention of actor Canonical version
1| President Joe Biden pleaded with Republicans ... Joe Biden
2 | Biden signaled a willingness to make significant changes ... | Joe Biden
3| “We can’t let Putin win”, he said Joe Biden

monolingual setup. In contrast, using multilingual embeddings incurs a substan-
tial performance penalty. This is in line with previous analyses arguing that mul-
tilingual embeddings attempt to solve a harder, more open-ended task than MT
systems do [2,34]. Also, claim identification in the multilingual embedding setup
drops only ~10 points F; compared to the baseline, while claim classification
drops 20 points F; — the limiting factor seems to be the embeddings’ (in-)ability
to account for fine-grained topic distinctions consistently across languages.

This looks like machine translation is, indeed, sufficient to transfer political
claims analysis across languages. However, the question is whether machine-
translated text is a reasonable proxy for original text in a language. To test for
this effect, we annotated a small sample of English reporting from the Guardian
on the German migration debate. The results in the ‘Guardian’ column of Table 2
are much lower than those for the machine translated text. Again, we see an
advantage for the MT-based approaches over multilingual embeddings, but less
clearly. Particularly striking is the drop for claim identification with the MT
approach from 56%-57% to 20-26% Fi. Indeed, a British newspaper is likely
to report on German domestic affairs differently from a German newspaper,
which leads to differences in claim form and substance: They tend to focus
on the internationally most visible actors and report claims on a more coarse-
grained level. Beyond the linguistic differences that NLP has so far focused on,
therefore, working with newspaper reports from different countries necessitates
bridging the cultural differences in framing [42], which may require some amount
of manual labeling, or at least few-shot learning (cf. Section 2.1) after all.

2.4 Robust Actor Detection and Mapping

As outlined above, a central but difficult part of discourse network analysis is
detecting actors for claims and mapping their textual mentions onto canonical
forms (Tasks 2 and 3 in Fig. 2 and Table 3). We now describe a study comparing
the two currently dominating approaches for this task [1]: (1) a pipeline of tradi-
tional NLP models, and (2) an end-to-end approach based on prompting a large
language model (LLM). Once more, DebateNet, which provides a canonicalized
representation for each actor, serves as dataset.

The pipeline approach comprises two steps. First, a CRF-based model iden-
tifies actor mention spans from the text, given the article with a marked claim as
input. Since each claim has (at least) one actor, we constrain our CRF to always
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Table 4. Prompt template instruction paraphrases used for robustness check for zero-
and few-shot setting.

# | Instruction templates

1 | “Extract only the entity that made the claim in the article. The claim is
surrounded with <claim> and <\claim> tags. Output only the entity
without any additional explanation. Article: [ARTICLE]”

2 | “Bxtract and standardize only the entity that made the marked claim in
the article. The claim is surrounded with <claim> and <\claim> tags.
Output only the standardized entity without any additional explanation.
Article: [ARTICLE]”

3 | “Retrieve the party or parties responsible for the statement in the given
article, contained within <claim> and <\claim> tags. Output only the
entity without further elaboration. Article: [ARTICLE]”

4 | “Identify and output the entity or entities that made the claim within the
specified article, enclosed by <claim> and <\claim> tags. Do not
include any supplementary information. Article: [ARTICLE]”

predict at least one actor mention per claim [33]. The second step of our pipeline
canonicalizes these actors mentions through classification. We define the classes
of this classifier to be (the string representations of) all canonicalized actors
which appear at least twice in the training set (229, in our case), complemented
by a special class ‘keep-as-is’ which covers all remaining actors mentions and
which — true to its name — does not change the input. This heuristic approach
works since infrequent actors are typically expressed by a linguistic expression
that can serve well as a canonicalized version (either a full name, or a definition
description such as ‘the government secretaries’). The input to the classifier is
the mention text and its article context. For both steps of our pipeline, we use a
pre-trained XLM model [11] as an encoder, which we fine-tune during training.

In the LLM approach, we build on the pre-trained LLama 2 language model
[40], directly predicting canonicalized actor strings as a text generation task,
conditioned on a prompt containing the target claim. We compare zero- and few-
shot prompting settings for base- and instruction-tuned model variants. For both
settings, we construct the prompt following the current best practices [24,28,29].
The few-shot approach involves in-context learning, where the prompt contains a
number of claim-actor pairs from the training set chosen by the cosine similarity
score obtained from SBERT embeddings [35]. In our zero-shot approach, we
do not include any claim-actor pairs in our prompt. Instead, we prompt our
model with a short English-language description of the task. We experiment with
various automatically constructed prompt paraphrases using ChatGPT shown
in Table 4.

We evaluate our models via Fj-score. To better comprehend the strengths
and weaknesses of both models, we use three evaluation settings. In our strictest
exact-match setting, predictions are considered correct only if they exactly match
the gold-standard actor string. Correct-up-to-formatting setting is more lenient
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Table 5. Results for the LLM, traditional pipeline and hybrid models in the different
evaluation settings.

Evaluation Pr Re F

LLM exact match 42.66 | 43.46 | 43.06
up to formatting | 43.56 | 44.39 | 43.98
up to canonic. 62.39 | 63.55 | 62.96
dedicated |exact match 48.66 | 59.35 | 53.47
pipeline up to formatting | 48.66 | 59.35 | 53.47
up to canonic. 54.79 | 66.82 | 60.21
hybrid exact match 54.33 |1 64.49 | 58.97
approach | yp to formatting | 54.33 | 64.48 | 58.97
up to canonic 64.96 | 79.39 | 70.21

by ignoring formatting differences (e.g. whitespaces, capitalization, punctuation)
in the predictions. Lastly, in our correct-up-to-canonicalization setting, predic-
tions are considered correct if they identify the correct entity, allowing variations
in referring expressions For instance, both “the chancellor” and “Merkel” would
be counted as correct predictions for the gold-standard actor “Angela Merkel”.
Table 5 summarizes the results. While, under the strict exact-match setting,
our traditional pipeline outperforms the LLM-based model, the LLM outper-
forms the pipeline when only evaluating up to canonicalization. This implies
that the LLM is actually better than the pipeline at identifying the correct
political actor, but struggles to canonicalize these actors consistently.
Motivated by this observation, we introduce a hybrid model that is struc-
turally similar to our traditional pipeline model but includes the LLM prediction
as an additional input. In this way, the pipeline can learn to delegate to the LLM
when deciding which actor made the claim, and only has to properly canonicalize
the LLM’s prediction. Table 5 shows the hybrid model’s performance under the
same three evaluation settings. We find a substantial increase in performance
across all settings. This suggests that our hybrid approach is able to leverage
additional synergies between our two model architectures, improving upon the
constituent models’ abilities to both identify and canonicalize actors for claims.

3 Coarse-Grained Analysis of Political Discourse

We now proceed to the second approach, the analysis of manifestos to charac-
terize parties. Party competition is a crucial mechanism in democracies. It cre-
ates an arena where a plurality of political viewpoints are given voice, enabling
individuals to select one that aligns with their own beliefs. Analyzing this phe-
nomenon is fundamental to understanding voters’ choices during elections as
well as the decisions taken by governing parties [3]. Researchers analyse party
competition by, for example, placing them in a low-dimensional political space:
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a one-dimensional left-right or libertarian-authoritarian, or conservative-liberal
scale, or in a two-dimensional space formed by combining these scales [20].

We investigate the extent to which the positioning of parties can be captured
through their manifestos — the electoral programs in which parties articulate
their perspectives, plans, and objectives. Manifestos are crafted with the double
intention of conveying information and persuading potential voters [8].

Political researchers analyze party manifestos to explore aspects such as level
of similarity among parties concerning different policies [8], party alliances [15],
and the alignment between voters’ decisions with their worldviews [30]. By offer-
ing direct access to the parties’ viewpoints, they serve as a robust foundation for
comprehending the parties’ ideologies regarding different policies. In contrast to
the newspaper-based approach, manifesto-based analysis does not provide spe-
cific information about what types of decisions were made or articulated. On the
other hand, it is arguably the most direct way of accessing the ideologies shared
by members of the same party. It also avoids the filtering of information (via
actors and their claims) through the lens of media.

3.1 Ideological Characterization

Traditionally, political science has approached the task of identifying party posi-
tioning by manually assigning a label to each sentence of a given manifesto. The
Manifesto Project (MARPOR, [6]) is a well-known example that follows this
method. Its annotations follow a codebook that classifies each sentence into a
broader policy domain such as ‘external relations’ or ‘freedom and democracy’
as well as assigning a fine-grained label related to a specific category of the policy
domain, such as ‘freedom and human rights’. The category sometimes also encodes
the stance, e.g., ‘Constitutionalism: Positive or Negative’. These labels are then
analyzed in terms of saliency, assuming that the most frequently mentioned poli-
cies are the most important ones for a party. A simplified version of saliency-based
analysis is the RILE index, which is a coarse-grained measure that defines lists of
‘left’ and ‘right’ policies and simply calculates parties’ position on the left-right
scale as the relative mention frequency of left vs. right policies [7].

Manual annotations come with a substantial cost and must be carried out
for each country and election. We ask whether we can alleviate this burden
with unsupervised methods drawn from recent advancements in NLP. In [9], we
empirically investigate the following questions with manifestos from Germany:
1) How to create embeddings for parties from their manifestos that yield robust
between-party similarities estimates? 2) What aspects of document structure
can be exploit for this purpose? 3) How well can these embeddings be computed
in a completely unsupervised fashion?

We carry out experiments with six sentence embedding models, all of which
estimate party positions on the basis of sentence similarity. These models range
from a classic distributional model (fasttext) to transformers [35], applying
whitening to ameliorate anisotropy [39] and comparing vanilla and fine-tuned
versions. The results are shown in Table 6. Since we hypothesize that using only
sentences expressing claims (cf. Section2) might be more informative of the
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Table 6. Correlation between our unsupervised scaling method and the ground truth
(Wahl-o-Mat). Adapted from [9].

Only claims Entire manifestos

Embeddings Domain No domain Domain No domain

fasttextqug *0.54 0.35 *0.44 0.41
BERT german 0.37 *0.47 0.36 *0.48
RoBERTa 0.39 *0.51 *0.46 *0.54
SBERT ,anitia *0.57 *0.50 *0.53 *0.57
SBERT 4omain *0.44 *0.45 0.41 *0.52
SBERT party *0.53 *0.70 *0.50 *0.69

positioning of the parties, we introduce an experimental condition which consid-
ers only automatically identified claims (‘only claims’). Finally, we test whether
computing sentence similarity within each MARPOR domain improves results
(‘Domain’). See [9] for details.

We evaluate our unsupervised scaling method against similarities according
to parties’ answers to the German Wahl-o-Mat questionnaire, a voting advice
application (VAA) [43], generally considered a reliable estimation of party dis-
tances. Table 6 shows the results. The correlations are similar between the setup
with only claims and entire manifestos, suggesting that claims are not much
more informative than all sentences, at least when they are automatically rec-
ognized. The best model overall is based on fine-tuned SBERT 4.+, embeddings
(which was fine-tuned to make statements by the same party more similar to one
another) and computes similarities on an overall level instead of separately for
each domain (column ‘No domain’). The lack of benefit from domain information
might be surprising. One possible explanation is that voters prioritize different
domains and do not simply ‘average’ across them [21].

We believe that these results hold promise for computational political science:
leveraging document structure could potentially reduce the need for domain
experts to annotate extensive amount of data. Our study has clear limitations,
though: first, our experimentation was limited to a single language and dataset.
In a follow-up study [31], we have established that classifiers based on state-of-
the-art multilingual representations perform robustly in this task across countries
and over time. Secondly, we have only considered a few document structure-based
cues for fine-tuning. The range of available cues however is enormous and more
research is needed in order to better understand the strengths and limitations
of sentence embeddings.

3.2 Policy-Domain Characterization

The study from the previous subsection primarily considered the aggregated level
of overall party positions [12,38]. Political scientists are, however, often interested
in specific policy domains. We therefore ask, in [10], how well we can extend the
approach presented above to the level of individual policy domains.
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Fig.4. Automatic prediction of German party positioning within policy domains
(right-hand numbers: correlation with RILE scale).

Our approach computes distances between parties at the policy domain level
by first training a policy-domain labeller which classifies the sentences of unanno-
tated documents and then computing pairwise distances among sentences of the
same policy domains across parties. We interpret the first principal component
of the aggregated similarity matrix as a policy domain-specific scale.

Our experiments reveal that while the top-performing policy-domain
labeller’s accuracy is moderate (64.5%), the correlation between the predicted
sentences and the ground truth — the RILE index (mentioned in 3.1) — remains
remarkably high (r=0.79) in comparison with the annotated scenario (r=0.87).
Figure 4 shows the positioning of parties per policy domain. In line with estab-
lished observations about the German political landscape, a majority of policy
domains exhibit a strong correlation to the RILE index, indicating a consis-
tent adherence to the left-right scale. Where this is not the case (EU, market,
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government), a cluster of ‘established’ parties is clearly separated from the pop-
ulist AfD. When evaluating the predicted setups against manual annotation, we
find that the higher the accuracy of the policy-domain labeller within a class, the
higher the correlation with the annotated results (Pearson r=0.59, p=0.03). This
suggests that the accuracy of the labeller can be used as an indicator of which
policy domains to reliably include in the analysis of unannotated manifestos.

This study verifies again that our methods perform well at an aggregated
level of information by correlating highly with the RILE index. Moreover, our
proposed workflow supplements the previous studies of party positioning with
further detailed analysis within the sphere of policy domains. The predictions we
obtain align closely with expert assessments, indicating that our workflow pro-
vides a reliable method to automatically compute the similarity between parties
across some policy domains.

4 Conclusions

This paper considered the challenges of applying NLP methods for a text-based
analysis of political debates. We compared two approaches: the first one aims
at a fine-grained representation, taking individual statements (claims) and the
political actors who made them as its building blocks, with the final goal of
extracting discourse network representations from raw texts; the second one
targets a coarse-grained representation of the debates at hand, with parties as
the actors and their positions expressed in manifestos as its building blocks, with
the final goal identifying global ideological positions, across languages and time.

As regards the fine-grained approach, our experiments and analyses show
that current transformer-based language models have the potential to funda-
mentally change the way social scientists can use large text corpora to analyze
political discourse. Whereas so far fine-grained analyses of political discourse
have mostly been limited to short time spans, single countries or had to employ
far-reaching sampling strategies to reduce the amount of texts to be processed.
Following the pipeline from Fig. 1 we now know that claim identification (Task
1) needs to be preceded by a preparatory task to discard irrelevant documents,
but after that, detection models work very well even on topics outside the origi-
nal training data. Actor detection and mapping (Tasks 2 and 3) can be handled
with reasonable success using traditional NLP methods such as entity extractors
and classifiers respectively, but we also saw promising first results in using large
language models to perform these two tasks jointly. However, owing to the inher-
ent challenge in controlling the output generation of LLMs, the most effective
strategy combines their capability to identify the correct actor and subsequently
perform the canonicalization step within the traditional pipeline. For claim clas-
sification (Task 4), few-shot models show high potential, but they need human
curation and re-calibration especially for infrequent claim categories.

While unable to fully automate annotation, current NLP tools go beyond
just speeding up manual annotation processes. Topic agnostic claim detection
models, few-shot learning, accounting for category hierarchies and models for
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actor mapping have the potential to restructure qualitative social sciences text
analysis workflows. Instead of starting from zero with a small set of completely
manually annotated texts, the current tools allow researchers to immediately
focus on relevant text sections and potential claim sentences. With this a tradi-
tionally sequential annotation process can be replaced by a parallel and focused
approach in which human interaction is mainly focusing on curation tasks.

When we turn to the coarse-grained approach, which aims at identifying the
positioning of political parties based on manifestos, the verdict is even more
optimistic. It shows performances similar to human annotators when identifying
the positioning of parties in the well-established left-right scale (RILE index) or
regarding their similarities according to Wahl-o-Mat. These results carry over,
to an extent, to the level of individual policy domains — results for the anno-
tated policy-domains correspond well to human expert judgements — but the
task becomes considerably more difficult for the models. There is a clear need
for further research on assessing the limits of the coarse-grained approach, and
specifically on improving the performance of the classifier across policy-domains.

Thus, both approaches have advantages and disadvantages. The fine-grained
discourse network analysis offers greater insights into what is being articulated
in the public sphere and identifies the key political actors influencing or engaging
in those discussions. However, even though we have shown that the annotation
load can be alleviated with NLP tools, the task still requires extensive labelling,
and it is very domain focused — i.e., each domain demands a new codebook and
round of annotations. Besides that, the generalizations derived from the networks
are dependent on what is reported by the media, where the focused claims and
actors are selected by the news outlets. The coarse-grained approach based on
manifestos, on the other hand, gives direct access to parties’ policies and higher-
level ideological positioning, reaching high quality with little to no annotations.
That being said, the coarse-grained approach cannot provide detailed informa-
tion about individual actors or claims in the political discourse, instead focusing
on the relation among parties either at a policy-domain or at an ideological level.

Ultimately, we contend that the two approaches complement each other by
offering distinct perspectives onto the political process: One illuminates the pre-
cise agreements and disagreements among actors, whereas the other offers an
overview of party relatedness at a level of ideology or policy domains. Both offer
insights and challenges that can be traded off according to the type of data,
resources and analysis requirements at hand.

Limitations. The studies we presented in this paper were carried out primarily
on newspaper text and party manifestos. While these are arguably two important
text types for political discourse, they are by far not the only ones. Future work
is necessary to determine the extent to which our findings carry over to other
text types, notably oral modes such as (parliamentary) debates or intermediate
modes such as social media communication. Similarly, the bulk of our work was
concerned with German language texts. On the methodological perspective, it
could take advantage of the relatively good NLP resource situation for German,
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leaving open the question of how to deal with similar situations in lower-resource
languages. Our pilot studies [31,45] indicate that Machine Translation into a
higher-resource language such as English appears a simple but effective solution
for almost all languages at this point. At the data level instead, the annotations
of German manifestos are recognized for their high quality due to the evaluation
of inter-annotator agreement [25] — which may not be the case with manifestos
from other countries. A crucial aspect to keep in mind are bias issues which
could affect the models and thus result in unfair representations of the political
discourse, i.g., overlooking actors from specific groups and/or their claims. While
in [14] we have addressed frequency bias for claim detection (higher accuracy for
claims by high frequency actors) a broader spectrum of unfairness sources is yet
to be explored, in particular in the light of the use of LLMs.
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Abstract. Deliberative processes play a vital role in shaping opinions,
decisions and policies in our society. In contrast to persuasive debates,
deliberation aims to foster understanding of conflicting perspectives
among interested parties. The exchange of arguments in deliberation
serves to elucidate viewpoints, to raise awareness of conflicting inter-
ests, and to finally converge on a resolution. To better understand and
analyze the underlying processes of deliberation, we propose PAKT, a
Perspectivized Argumentation Knowledge Graph and Tool. The graph
structures the argumentative space across diverse topics, where argu-
ments i) are divided into premises and conclusions, ii) are annotated for
stances, framings and their underlying values and iii) are connected to
background knowledge. We show how to construct PAKT and conduct
case studies on the obtained multifaceted argumentation graph. Our find-
ings show the analytical potential offered by our framework, highlighting
the capability to go beyond individual arguments and to reveal structural
patterns in the way participants and stakeholders argue in a debate. The
overarching goal of our work is to facilitate constructive discourse and
informed decision making as a special form of argumentation. We offer
public access to PAKT and its rich capabilities to support analytics,
visualization, navigation and efficient search, for diverse forms of argu-
mentation (GitHub: www.github.com/Heidelberg-NLP /PAKT Website:
www.webtentaclel.techfak.uni-bielefeld.de/accept/).

Keywords: Argumentation - Deliberation - Knowledge Graph

1 Introduction

Deliberative processes play a vital role in shaping opinions, decisions, and poli-
cies in society. Deliberation is the collaborative process of discussing contested
issues, to collect and form opinions and guide judgment, in order to find consen-
sus among stakeholders. The key underlying idea is that groups are able to make
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better decisions regarding societal problems than individuals.! Deliberation thus
can change minds and attitudes, provided that participating individuals are will-
ing to communicate, advocate and to become persuaded with and by others [24].
Effective deliberation, whether in person or online, incorporates sustained and
sound modes of argumentation [10] and can take many forms: from (moderated)
discussions to role-playing or formal debates. All these activities aim to explore
differing perspectives and should lead to informed and inclusive decisions.

Deliberative theory is concerned with investigating and theorizing about how
people discuss and come to conclusions. It has been argued that public debates
as available in online debating or discussion fora, or social media platforms such
as Reddit, are black boxes, as we have little knowledge about how people argue
and what their arguments are based upon [24]. Thus, effective tools are needed
to shed light on existing debates to better understand how people argue.

In this work we propose a new framework to support advanced analytics
of argumentative discourse, which we apply to analyze deliberative discussions,
as a special form of argumentation. At the core of our framework is PAKT, a
Perspectivized Argumentation Knowledge Graph and Tool that relies on a data
model suited to formalize and connect argumentative discussions — be it interac-
tive dialogues or exchanges in Web fora — enabling a multi-dimensional analysis
of the content of arguments, their underlying perspectives and values, and their
connection to different stakeholder groups and to background knowledge. PAKT
builds on the theory of argumentation by segmenting arguments into premises
and conclusions, and focuses on their perspectivization by specifying frames and
values which arguments highlight or are based on, and using knowledge graphs
to ground arguments in relevant background knowledge.

By going beyond single arguments, PAKT characterizes debates at a struc-
tural level, revealing patterns in the way specific groups of stakeholders argue
and allowing us to analyze important quality aspects of deliberative discussions.
Hence, PAKT aids in understanding how people argue, including question such as
i) Given a debated issue, are (all) relevant argumentative perspectives covered? ii)
Who provided which argument(s)? and What are common framings, underlying
values and perspectives in presenting them? and iii) How do these perspectives
and values differ between pro and con sides, and stakeholder groups?

We leverage and refine state-of-the-art argument mining and knowledge
graph construction methods to build a rich, perspectivized argumentation knowl-
edge graph, by applying them to debates from debate.org (DDO) as a proof of
concept. We show how to analyze this graph in view of its underlying model, and
how to answer the above questions by applying PAKT as an analytical tool.

Our main contributions are: We i) introduce PAKT, a framework for delib-
eration analysis that we ii) apply to debate.org as a proof of concept. We iii)
demonstrate how to use it to examine deliberative processes, and iv) offer case
studies that leverage PAKT to analyze debates from a deliberative viewpoint.

! Cf. Habermas, Cohen, Dryzek, Fishkin, see https://tinyurl.com/2p9vsha?.


https://tinyurl.com/2p9vsha7

Perspectivized Argumentation Knowledge Graph for Deliberation Analysis 91

Communityl zeitgeist

read/ report
violation of terms of use

% g |;|t|ate \ stance
o

@ interest in premise

__________ fssud
Camp ﬁw conclusion

o ©Y ba
Mindset/ \. , A
Intentions /Mmiesestin values|frames
/
/

J , \ concept graph

wrlte
characte#rnc
(party, religi Author friendships

Fig. 1. PAKT data model consisting of arguments (w/ premises, conclusions, frames,
values, stance towards topic and concepts) and authors, camps, zeitgeist

Dis
Argument

part of

2 A Data Model for Perspectivized Argumentation

Debates in the real world are fundamentally driven by the interaction of indi-
viduals. These individuals play various roles in a debate, such as authors or
members of the audience, each bringing unique values, preferred framings and
areas of interest into discussions. The individual characteristics of participants
clearly influence the arguments they formulate and those they engage with.

To unravel the complex interplay between individuals and arguments in real-
world debates, we present a human-centered model (Fig.1) of a perspec-
tivized argumentation knowledge graph which serves as a structured framework
for capturing dynamics in argumentation. Through this formalization, we aim
to shed light on the intricacies of framed argumentation, to enhance our under-
standing of how individuals engage in discussion, and how they can help shaping
the quality and outcome of debates, to make them deliberative.

Authors, as all individuals, have diverse beliefs, values and issues of interest.
Individuals who share properties naturally coalesce into camps, which may man-
ifest as formal entities, e.g., political parties, or informal gatherings. Importantly,
camps need not adhere to formal memberships, and individuals can participate
in multiple camps, even if they hold partially contradictory positions.

By uniting all individuals or camps within a community, we arrive at the
concept of the zeitgeist-a collective repository of beliefs and norms. It governs the
relevance and controversy of issues, and thereby shapes the landscape of debates.
It also influences the arguments presented within these debates. Arguments that
violate the code of conduct, e.g., are typically avoided by authors or moderated
out. Readers, being part of the community, assess arguments through the lens
of the zeitgeist, which can impact their agreement or conviction levels.

Authors, guided by personal convictions or their camps’ interests, craft argu-
ments on specific issues. Arguments usually comprise a premise and conclusion,
and reflect a particular stance on the issue at hand. Arguments reveal additional
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information by exposing specific framings, values, or concepts that authors (often
deliberately) use to convey their message. Note that these choices can be influ-
enced by the author, their camps, the zeitgeist, or even the audience.

A debate is formed by all arguments on a specific issue put forth by its
participants. A good deliberative debate should cover all relevant aspects of the
issue. This can be achieved by including all interested parties and by exploring
(counter-)arguments of all stances that consider different perspectives and view-
points of individuals and camps, while ensuring the soundness of each argument.

3 Constructing PAKTppo from debate.org

This section describes, as proof of concept, how we apply PAKT to represent
debates from debate.org (DDO for short) and which methods we apply to con-
struct the graph. Minor implementation details are in our supplementary mate-
rials [21].

3.1 Arguments from debate.org

Figure 1 shows two core components of PAKT: i) a set of arguments discussing
debatable issues and ii) authors of these arguments, who can be related to each
other. While existing argumentative datasets [1,16,33] do not include author
information, a well-known platform that hosts a rich source of arguments along
with author profiles is the former debate portal debate.org (DDO).? This
debate portal has been crawled and used in the field of argument mining several
times [7,8,34]. To further broaden the extracted data of this portal, we selected
140 controversial issues with at least 25 contributed opinions each, yielding over-
all 24,646 arguments, where a user profile is available for 7,001 arguments.

Stance, Premise and Conclusion of Arguments. The DDO portal presents
controversial issues as questions that users answer with yes (pro) or no (con),
followed by a header and a statement (opinion) that explains the answer in detail.
We construct arguments from this data by interpreting the provided statement
as the premise and automatically generating a conclusion. Consider the example:

Issue Should animal hunting be banned?
Stance pro
Header Sport hunting should be banned

Statement “|...] Hunting for fun or sport should be banned.
How is it fun killing a defenseless animal that’s
harming no one? [...|”

Conclusion Generation. Since conclusions are not given in the DDO data, we
construct conclusions automatically. For this we apply ChatGPT in a few-shot
setting, showing it three examples consisting of i) the question, ii) stance, iii)
header, and iv) a manually created conclusion. For our example, the generated
conclusion is “Sport hunting should be banned in order to protect animals.” The
complete prompt is shown in our supplementary materials [21].

2 The website went offline on 5th of June, 2022. See Fig. 5 for an example screenshot.
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3.2 Characterizing Arguments for Perspectivized Argumentation

We enrich arguments with automatically inferred frames, values and concept
graphs to enable easy analysis and filtering in PAKT.

Frames. To represent specific viewpoints, perspectives, or aspects from which
an argument is made, we adopt the notion of “frames.” While one line of research
tailors frame sets to each issue separately, yielding issue-specific frame sets [1,
27,28, we aim to generalize frames across diverse issues. We therefore apply
the MediaFrames-Set [5], a generic frame set consisting of 15 classes that are
applicable across many issues and topics.

To apply these frames to arguments from DDO, we fine-tune a range of
classifiers on a comprehensive training dataset of more than 10,000 newspaper
articles that discuss immigration, same-sex marriage, and marijuana, containing
146,001 text spans labeled with a single MediaFrame-class per annotator [6].
To apply this dataset to our argumentative domain, we broaden the annotated
spans to sentence level [13]. Since an argument can address more than a sin-
gle frame [26], we design the argument-frame classification task as a multi-label
problem by combining all annotations for a sentence into a frame target set. To
introduce additional samples with more comprehensive text and target frame
sets, we merge existing samples pairwise by combining their text and unifying
their target frame set. As processing architecture, we apply different architec-
tures [14], and determine LLMs (RoBERTa [19]?) as the best-performing ones.

Human Values. Since we aim to analyze arguments not as standalone text,
but as text written by individuals with intentions and goals, it is also important
to analyze the human values [2,15,17,36] underlying a given argument, to infer
the authors’ beliefs, desirable qualities, and general action paradigms [15]. The
shared task “SemEval 2023 Task 4: ValueEval” [16] popularized the Schwartz’
value continuum [30]. This is a hierarchical system with four higher-order cat-
egories: “Openness to change”, “Self-enhancement”, “Conversation”, and “Self-
transcendence”. At the second level, these categories are refined into 12 cat-
egories, including “Self-direction”, “Power”, “Security”, or “Universalism”. To
reduce the complexity of the value classification task, we follow Kiesel et al. [16]
in not using the finest granularity of Schwartz’ value continuum, but rather the
second-smallest level containing 20 classes. For predicting value classes for an
argument, we rely on a fine-tuned ensemble of three LLMs published by the
winning team [29] of the shared task.

Concepts. Humans possess rich commonsense knowledge that allows them
to communicate efficiently, by leaving information implicit that can be easily
inferred in communication by other humans. Also in argumentation, it is often
left implicit how a conclusion follows from a given premise. To uncover which
concepts are covered in a given argument — either explicitly or implicitly — we
link arguments to ConceptNet [32], a popular commonsense knowledge graph.

3 For further studies in this paper, we apply the checkpoint https://huggingface.co/
pheinisch /MediaFrame-Roberta-recall.
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To do this we rely on [22] to extract subgraphs from ConceptNet: We split the
premise into individual sentences (cf. [14]), then, for each sentence in the premise
and for the conclusion, we extract relevant ConceptNet concepts. These concepts
represent explicit mentions in the premise and conclusion, but not implicit con-
nections. Hence, we connect the extracted concepts with weighted shortest paths
extracted from ConceptNet. These paths reveal how the conclusion follows from
the premise, along with other potential implicit connections [22].

3.3 Authors and Camps

In DDO, authors could choose to reveal their user profile when posting an argu-
ment. To model stakeholder groups, we group users into camps using their user
profiles. The profiles state distinct categories for traits such as gender, ideology,
religion, income, or education. Users could also fill free-text fields about, e.g.,
personal beliefs or quotes. Users control which parts of their profiles are public,
so the amount of available data differs for each user. To obtain camps, we cluster
the stated categories in coarse groups, e.g. left, right and unknown for ideology.

3.4 Implementation and Tools for Building and Using PAKT

PAKT is designed to aid in future argumentative analysis, so we make it publicly
available in several forms. Our website* provides a comprehensive overview of
issues in PAKTppo in a search interface. To enable richer analysis we also make
PAKTppo available as a Neo4J® graph database that loosely follows the struc-
ture shown in Fig. 1. Neo4J databases can be queried with Cypher, a powerful,
yet easy-to-learn querying language similar to SQL, but that supports queries on
graphs. Issues, users, arguments, and other entities can efficiently be searched
for and filtered in our database. A detailed description on how to utilize our
database can be found at www.github.com/Heidelberg-NLP /PAKT.

3.5 Preliminary Evaluation

To provide a preliminary evaluation of the quality of the PAKTppo graph, we
manually labeled 99 arguments on the issue “Should animal hunting be banned?”
that will be used in our case study (Sect.5.1). We evaluate the quality of gener-
ated conclusions and annotated labels (frames and values), as well as retrieved
supporting and counter arguments. Each annotation sample includes the stance,
the header, and the full statement (premise). For each argument, three annota-
tors provided judgments on five questions®: (i) Conclusion quality (rating the
appropriateness of the conclusion generated by ChatGPT): 94/99 conclusions
are labeled as appropriate; (ii) Frame identification (identifying all emphasized

* https://webtentaclel.techfak.uni-bielefeld.de /accept.
5 https://neodj.com.
5 The labels were aggregated using the majority vote.
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aspects): the predictions yield 0.40 micro-F1; (iii) Human value detection (detect-
ing all values encouraged by the argument): again the predictions yield 0.40
micro-F1; (iv) Similarity rating (given two further arguments, rating whether
and which argument is more similar): similarity predictions for arguments with
the same stance obtained with SSBERT [20] correlate with annotator judgments
with an accuracy of 42%; (v) Counter rating (given two further arguments, rating
whether and which arguments attack the given argument more): the similarity
predictions for arguments with the opposite stance obtained from S?BERT [20]
correlate with an accuracy of 40%. For detailed analysis of the manual study
including TAA see our supplementary materials [21].

4 Analytics Applied to PAKTppo

In this section we analyse PAKTppo at a global level to discover general trends
in our data, by aggregating information across all represented issues.

Frames and Values. Figure 2 (left) shows the distribution of frames and human
values across all arguments from all issues. The frames health and safety, cultural
identity, morality and quality of life are the most frequent, each occurring in
almost 20% of all arguments. The most common values are concern (49%) and
objectivity (45%). We further observe that some frames occur frequently with
certain values and vice versa. The fairness and equality frame, e.g., occurs six
out of seven times in combination with the value concern.

Concepts. For our analysis in this paper, we consider the ratio of arguments
that mention a certain concept. To avoid biases due to the structural properties
of ConceptNet (e.g. some concepts are better connected and hence occur more
often), we report these ratios relative to the ratio computed over all arguments
in PAKTppo. E.g., when reporting the concept ratios for a specific frame, we
report the ratio relative to the ratio computed over all arguments that we sub-
tract from the former, i.e. Ne _ Ne where N is the number of arguments with

'y N N
a specific frame f or concepjjc c. When comparing two subsets of PAKTppo
— for example pro and con on a certain topic — we instead normalize by the
complementary subset to obtain more specific concepts.

When linking arguments to commonsense background knowledge we see that
the most frequent concepts are Person and People, indicating that most debates
are — as expected — human-centered. Other commonly occurring concepts are US,
Legal, War, or School which reflect the categories and context that our issues
stem from. These concepts are also frequently used in contemporary debates,
which indicates that issues in PAKTppo are representative for general debates.

Our analysis also reveals concepts that are specific to certain frames and val-
ues. For example, the concepts religion, god, person, biology, human and chris-
tianity occur between 10 and 24% points (pp) more often in arguments bearing
the morality frame, compared to all arguments across all frames. Similarly, for
the value nature, the most common concepts are animals, animal, zoo, kept in
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Fig. 2. Correlation between frames and values. Left plot is across all topics, right plot
is for the issue Should animal hunting be banned? Arguments labeled with more than
one frame/value are counted multiple times. Numbers are percentages.

zo0s, killing and water, which occur between 12 and 39 pp more often than in
all arguments.

Camps. PAKTppo includes author information that users have decided to pro-
vide for themselves. Using this information, we can group users (i.e. the authors
of arguments) into camps along several dimensions, as described in Sect. 3.3. This
allows us to compare which frames and values are preferred by which camps.
Figure 3a shows these distribution for authors of different ideology. In compari-
son, left-winged authors prefer the objectivity and self-direction: action values,
while right-winged authors consider the values tradition and conformity: rules
more. For frames, the difference between the camps is relatively small, indicat-
ing that one’s ideology is more value-driven. Figure 7 shows the distributions for
other camps, where we observe stronger effects for frames.

However, since different issues have different relevance for single frames and
values, we check whether different distributions of frames and values are caused
by different issue participation dependent on the camp. Here, our analysis shows
that authors from different camps engage in issues from similar categories, with
participation rates differing by at most ~3pp for ideology (cf. Fig.6), showing
that different camps prefer different frames and values while debating on the
same issues.

5 Case Studies

5.1 Should Animal Hunting Be Banned?

For deeper analysis we examine one specific issue, namely Should animal hunting
be banned? PAKTppo contains 409 arguments on this issue, with a relatively
even parity (~46% pro and 54% con).
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Camps. Our notion of camps used in Sect. 4 requires user information, which
is scarce at the level of individual issues. For example, for ideology only 17
contributing authors provided user information. Therefore, for the given issue we
consider people in favor and against banning animal hunting as distinct camps.
Separating authors into camps by their stance actually does reflect the friendship
network between authors on DDO, as shown in Fig. 4.

Frames and Values. Figure 2 (right) shows the frames and values for this issue.
86% of arguments address the nature value, which is directly linked to the issue.
Other frequent values occurring in more than 30% of arguments are universalism:
concern, self-direction: action, conformity: rules and security: personal. The most
frequent frames are health and safety and morality.

To better understand how and why these frames and values arise, we look
at how they differ between stances (Fig. 3b). Firstly, we note that the most fre-
quently occurring frames and values are common for both stances. However,
manual inspection of these arguments reveals that these frames and values are
interpreted in different ways. For example, on the pro side the nature value often
refers to species or entire ecosystems being endangered, and that humans should
not diminish them even more. By contrast, on the con side, a common interpre-
tation of nature protection is that balance needs to be maintained by hunting
over-populating species such as deer. Identifying such shared values with differ-
ent interpretations can aid in finding common ground and ultimately satisfying
compromises. Here, a possible compromise could be to ban the hunting of endan-
gered species, but to allow sustainable hunting of certain species.

However, a value or frame can also predominantly be used by a certain stance.
The value universalism: concern expresses that all people and animals deserve
equality, justice, and protection. 71% of all pro arguments support this value,
while only 9% of all con arguments support it. On the pro side, this value means
that we shouldn’t hunt animals, as we also would not hunt humans. Authors on
the con side addressing this value argue that hunted animals have better lives
than farmed animals. Again, the difference lies in the interpretation.

Concepts. For our target issue, we obtain concepts revolving around animals,
hunting, killing, and food. Again, we compare pro and con arguments to each
other: The most prominent pro-concepts are killing animal, killing, bullet, ani-
mals, evil and stabbing to death. On the other hand, the most frequently occur-
ring con-concepts are getting food, fishing, eat, going fishing, meat and food. This
highlights the different foci regarding hunting: people in favor of banning hunting
emphasize the aspect of killing during hunting, while people who oppose a ban
on hunting emphasize the usage of dead animals for food. Hence, the concepts
can be seen as issue-specific framings used by the pro and con sides.

5.2 Comparison to Other Issues

An important aspect of opinion-making, and hence of deliberation, is to learn
from similar debates. Similar issues can be identified with standard similarity
prediction methods like SBERT [20,25], which is already integrated in PAKT.
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Fig. 4. T-SNE embedding of the spectral embeddings of the largest connected com-
ponent of the friendship network of DDO. Users replying to Should animal hunting
be banned? (x), Should animal testing be banned? (o) or Should humans stop eating
animals and become vegetarians? (+) are marked in blue (pro) or red (con). We see
that camps are embedded consistently across similar issues. (Color figure online)

Frames and Values. Beyond the similarity of the content of arguments, we may
be interested in more abstract relations between issues — for example, we may
want to investigate issues with similar frame and value distributions. To detect
such issues, we compute the Frobenius norm of the difference between frame-
value matrices (cf. Fig.3) of different issues. A small Frobenius norm indicates
a similar distribution of emphasized frames and values between the issues. For
animal hunting, the five most similar issues revolve around animals: “Should the
United States ban the slaughter of horses for meat?”, “ Should humans stop eating
animals and become vegetarians?”, “Should animals be kept in zoos?”, “Should
we keep animals in z00s?” and “Should animal testing be banned?” The next five
most similar issues are “Should cigarette smoking be banned?”, “Should Abortion
be illegal in America?”, “Pro-life (yes) vs. pro-choice (no)?”, “Should abortion
be illegal?” and “ Does human life begin at conception?”. Four of them are about
abortion, which shows that animal rights and abortion evoke similar frames and
values (see Fig.3d), perhaps because both issues concern individuals who are
unable to defend their own rights.

In the following we take a closer look at similarities and differences between
the issues “Should animal hunting be banned?” and “Should animal testing be
banned?” We chose these issues, as they seem similar at first glance, but reveal
intriguing differences upon closer inspection. Moreover, Fig. 4 shows they have
comparable camps. As expected, they mostly highlight the same frames and
values (Fig.3c). But there are also notable differences: In animal testing, the
health and safety frame is expressed more often, while capacity and resources
and cultural identity frames are rare.
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Arguments using a health and safety frame for a ban on animal hunting or
testing often refer to the health and safety of animals, and to the health and
safety of humans when arguing against a ban. Yet, the issues raised for the health
and safety of humans are not the same in arguments against a ban: for animal
hunting, a common argument is that humans need meat for nutrition, which
hunting helps to ensure. For animal testing the health and safety aspect often
revolves around animal tests being necessary to make medicine safe for humans.
This difference has also very different implications for deliberation. Concerning
animal hunting, one could argue that meat for nutrition can be provided by
farmed animals, or can be substituted in vegetarian diet. Finding alternatives
for animal testing is more difficult and hence, needs to be addressed differently.

Concepts. Naturally, similar issues share similar concepts, for instance, animals
in our example, while others are more distinct, e.g., getting food for hunting or
scientists for animal testing. Such differences are often issue-specific and more
fine-grained than differences in frames and values, as discussed above. Hence, a
deeper analysis of concepts and content can help elucidate potential differences
behind shared frames and values, which can be important for deliberation.

5.3 Argument Level

So far, our analysis focused on entire debates, or even collections of debates, to
analyze structural properties, such as similarities and differences among debates.
Yet, PAKT also supports analysis at the level of individual arguments to enable
in-depth analysis. For each argument, PAKT includes abstractions to frames,
values, and concepts which is what we mostly used in our analysis so far.
Beyond this, PAKT allows us to compare and relate arguments based on their
content. We can do this by estimating the similarity between arguments, using
either S>BERT [20] or the concept overlap as another interpretable method [21].
With the computed similarities, it is almost trivial to retrieve supporting
arguments (most similar among the same stance) or counterarguments (most
similar but opposing stance) [31,35]. More complex argument retrieval is also
easy and efficient. For example, to answer the question “How would someone
argue who wants to make a similar argument but from the perspective of value x
instead of value y?” one can use the following query which runs in ~5 ms:

MATCH (:argument {id: $query_id})-[r:SIMILARITY]-(a:argument)
WHERE x in a.value AND not y in a.value
RETURN a ORDER BY r.similarity DESC

6 Related Work

A number of approaches have been developed with the goal of analyzing delib-
erative debates.

Gold et al. [11] propose an interactive analytical framework that combines
linguistic and visual analytics to analyze the quality of deliberative communica-
tion automatically. Deliberative quality is seen as a latent unobserved variable



Perspectivized Argumentation Knowledge Graph for Deliberation Analysis 101

that manifests itself in a number of observable measures and is mainly quanti-
fied based on linguistic cues and topical structure. The degree of deliberation
is measured in four dimensions: i) Participation considers whether proponents
are treated equally, i.e., whether all stakeholders are heard; ii) Mutual Respect
is indicated by linguistic markers and patterns of turn-taking; iii) Argumen-
tation and Justification aims to ensure that arguments are properly justified
and refer to agreed values and understanding of the world. This is analysed
using causal connectors indicating justifications, and discourse particles signal-
ing speaker stance/attitude; iv) Persuasiveness measures deliberative intentions
of stakeholders via types of speech acts. While Gold et al. focus on quality criteria
that are linguistically externalized considering single arguments, our framework
is targeted at revealing structural patterns in the way certain groups argue.

Bergmann et al. [3] are concerned with providing comprehensive overviews
of ongoing debates, to make human decision makers aware of arguments and
opinions related to specific topics. Their approach relies on a case-based reason-
ing (CBR) system that allows them to compute similarity between arguments
in order to retrieve or cluster similar arguments. CBR also supports the syn-
thesis of new arguments by extrapolating and combining existing arguments.
Unlike Bergmann et al. who focus on grouping or retrieving related arguments,
we propose a data model that focuses less on the analysis and retrieval of single
arguments, but aims to provide an aggregate analysis of debates in view of their
deliberative quality aspects.

Bogel et al. [4] have proposed a rule-based processing framework for analyz-
ing argumentation strategies that relies on deep linguistic analysis. Their focus is
on the operationalizaton of argument quality that relies on two central linguistic
features: causal discourse connectives and modal particles. The proposed visual-
ization allows users to zoom into the discourse. However, no aggregate analyses
at the level of the whole debate is proposed, as we do in our paper.

Reed et al. have developed several tools to support the exploration and query-
ing of arguments. ACH-Nav [37], for instance, is a tool for navigating hypotheses
that offers access to contradicting hypotheses/arguments for a given hypothesis.
Polemicist [18] allows users to explore people’s opinions and contributions to the
BBC Radio 4 Moral Maze program. ADD-up [23] is an analytical framework
that analyzes online debates incrementally, allowing users to follow debates in
real time. However, none of these tools are based on a data model that captures
the perspectives of different stakeholders in a debate at a structural level.

VisArgue is an analytical framework by Gold et al. [12] that focuses on the
analysis of debates on a linguistic level, focusing on discourse connectives. A novel
glyph-based visualization is described that is used to represent instances where
similar traits are found among different elements in the dataset. More recently,
this approach has been extended to analytics of multi-party discourse [9]. The
underlying system combines discourse features derived from shallow text mining
with more in-depth, linguistically-motivated annotations from a discourse pro-
cessing pipeline. Rather than revealing structural patterns in the way different
stakeholders argument, the visualisation is designed to give a high-level overview
of the content of the transcripts, based on the concept of lexical chaining.
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7 Conclusion

PAKT, the Perspectivized Argumentation Knowledge Graph and Tool, intro-
duces a pioneering framework for analyzing debates structurally and revealing
patterns in argumentation across diverse stakeholders. It employs premises, con-
clusions, frames, and values to illuminate perspectives, while also enabling the
categorization of individuals into socio-demographic groups.

Our application of PAKT to debate.org underscores its efficacy in conduct-
ing global analyses and offering valuable insights into argumentative perspec-
tives. In our case studies we demonstrated the versatility of combining perspec-
tivizing categories (frames, values) emphasized by different camps, in combi-
nation with concept-level analysis — which enable identification of differences
within overall similarities, at the level of individual and across different issues,
and how such analyses may indicate starting points for deliberation processes.

PAKT offers broad potential applications by automatically detecting imbal-
ances or underrepresentations in arguments or debates through analyzing frames,
values and concepts. Navigation through the PAKT graph via central concepts or
argument-similarity edges enhances argument mining to a comprehensive level.
This accessible tool allows researchers without a computer science background
to explore opinion landscapes at both debate and single-argument levels. Its
extensive applications include informing policy-making by dissecting contentious
issues and fostering constructive discussions. Integrating PAKT into social media
platforms holds promise for highlighting common ground and areas of disagree-
ment among participants, as well as aiding moderators in identifying potentially
radical or offensive content. Thus, PAKT serves as a tool to enhance understand-
ing, and also to improve deliberative debates for all.

Limitations

Our analysis and case study rely on automatically annotated data encompassing
frames, values, and concepts. Consequently, we anticipate some degree of noise
in our dataset, potentially compromising the depth of our analysis. To address
this concern, we employ established methodologies derived from prior research
to mitigate such discrepancies. Additionally, we perform manual annotations to
gauge the quality of our data.

Our focus lies on the unique aspect of perspectivization, which is not largely
explored in prior work. Consequently, we could not directly compare PAKT with
other analysis tools from related studies. We hope that our discussion sparks
further research, and that PAKT can serve as a valuable baseline in future work.

Lastly, our analysis and case study shed light on the practical application of
PAKT in illuminating insights within debates, thereby aiding in opinion forma-
tion and decision-making processes. However, demonstrating PAKT’s utility for
other tasks such as moderation remains an avenue for future exploration.
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Abstract. The increasing usage of social networks has led to a grow-
ing number of discussions on the Internet that are a valuable source
of argumentation that occurs in real time. Such conversations are often
made up of a large number of participants and are characterized by a
fast pace. Platforms like X/Twitter and Hacker News (HN) allow users
to respond to other users’ posts, leading to a tree-like structure. Pre-
vious work focused on training supervised models on datasets obtained
from debate portals like Kialo where authors provide polarity labels (i.e.,
support/attack) together with their posts. Such classifiers may yield sub-
optimal predictions for the noisier posts from X or HN, so we propose
unsupervised prompting strategies for large language models instead.
Our experimental evaluation found this approach to be more effective
for X conversations than a model fine-tuned on Kialo debates, but less
effective for HN posts (which are more technical and less argumentative).
Finally, we provide an open-source application for converting discussions
on these platforms into argument graphs.

Keywords: Argumentation + Argument Graphs - Argument Mining -
Large Language Models - Social Networks - Datasets + Open Source

1 Introduction

Argumentation is a fundamental part of human communication and can be found
in many different forms. Having the best argument in a conversation is often a
key factor to success. Computational Argumentation (CA) consequently has the
potential of supporting a wide range of user types—ranging from journalists
researching for their next article to students writing their thesis. Most argu-
ments are expressed in natural language, which means that machines first need
to parse the argumentative structures within a text through a process called
Argument Mining (AM) [18]. With the advent of the Internet, there is a growing
number of discussions happening on platforms such as X/Twitter, Reddit, and
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P. Cimiano et al. (Eds.): RATIO 2024, LNAI 14638, pp. 108-126, 2024.
https://doi.org/10.1007,/978-3-031-63536-6_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-63536-6_7&domain=pdf
http://orcid.org/0000-0002-7720-0436
http://orcid.org/0000-0002-5515-7158
https://doi.org/10.1007/978-3-031-63536-6_7

PolArg: Unsupervised Polarity Prediction of Arguments 109

Hacker News (HN). These new forms of discourse are characterized by a large
number of participants and a fast pace and share one common trait: Users can
respond directly to other users’ posts, leading to a tree-like structure of the con-
versation. Compared to plain texts, this allows users to focus on certain parts of
the discussion more easily—for instance, by hiding certain parts of the tree.

Discussions on social networks often involve argumentation (e.g., if users try
to convince others of their opinion) [14], thus we argue that these platforms are
a valuable resource for CA. Imagine an emerging event, such as the release of
a new product or a political scandal. In such a situation, it is important to be
able to quickly identify the most important arguments—both for experts like
journalists and laymen. Curated argumentation databases cannot be used for
evolving topics, so this is mostly a manual process at the moment. With the pre-
structured conversations from social networks, only two tasks are left to use them
as argument graphs: (i) Identifying which of the posts are actually argumentative
and (ii) determining the polarity (support or attack) between them. Both have
already been tackled in previous work (see Sect. 3), but existing approaches rely
only on supervised classifiers. This means that they need a large amount of
annotated data to train on, which is not available for social networks like X.
Instead, most datasets are obtained from moderated debate portals like Kialo.
Contrary to most social networks, posts on these platforms are moderated and
users tend to write elaborate replies. The polarity of the replies is explicitly
stated, making it relatively easy to train supervised models. We found that the
resulting models are not directly applicable to other types of data (e.g., social
network posts), requiring the creation of training data from scratch.

To remove the need to annotate social network posts, we propose an unsu-
pervised approach based on prompting strategies for Large Language Models
(LLMs). In our paper, we focus on the polarity prediction task, leaving the
identification of argumentative posts to future work (see Sect. 7). Consequently,
we pursue the following research question: Can unsupervised LLMs match or
even surpass the polarity prediction quality of supervised approaches? Our main
contributions are (i) Four different prompting strategies for different types of
LLMs to predict the polarity between two posts in a conversation, (ii) an exten-
sive experimental evaluation on an existing benchmark corpus as well as two
new datasets obtained from the platforms X and HN, and (iii) an open-source
application that allows users to perform real-time AM on these two platforms.

The remainder of this paper is structured as follows: Sect. 2 introduces fun-
damental concepts, followed by a review of related work in Sect.3. Section 4
presents the prompting strategies that are evaluated in Sect. 5. We discuss limi-
tations in Sect. 6 and conclude our paper in Sect. 7.

2 Foundations

In the following section, we introduce the most important concepts of CA and
Natural Language Processing (NLP) [2] as well as the conversation platforms
used in this paper.
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2.1 Computational Argumentation

Before dealing with CA, we start with the concept of an argument, often defined
as a single claim and several supporting or attacking premises [21,24]. Both
claims and premises are the fundamental elements of argumentation, also known
as Argumentative Discourse Units (ADUs) [21], and can range from a few words
to complete paragraphs. Most argumentative texts revolve around a primary
claim that the author aims to establish, known as the magjor claim [25].

A graph-based format is an intuitive way to represent these structures, lead-
ing to the concept of argument graphs. In our paper, we use an extended ver-
sion of the Argument Interchange Format (AIF) [9] and consider it as a triple
G = (V,E,M), where all ADUs are nodes or vertices V', the relationships
between them form the edges £ C V x V, and M representing its major claim.
The graph includes atom nodes A representing individual ADUs and scheme
nodes S denoting the type of connection (i.e., support/attack) between other
nodes. Thus, the set of nodes V' can be expressed as V = AU S. In this struc-
ture, edges are not allowed to connect two atom nodes by definition, so the set
of edges E can be defined as E=V x V\ A x A.

The term AM refers to the process of extracting and identifying argumenta-
tive structures from textual data—for instance, detection claims and premises
and predicting relations between them. Our work contributes to the latter task,
which is also known as polarity prediction: “Does a premise support or attack
the claim?” Cayrol and Lagasquie-Schiex [7] introduced a Bipolar Argumenta-
tion Framework to represent these relations. We stick to the AIF standard and
its scheme nodes introduced earlier, so we refer the interested reader to their
work for a more formal definition of this framework. By combining multiple AM
tasks, complex argument graphs can be constructed.

2.2 Natural Language Processing

The field of NLP offers a wide range of techniques to process natural language
texts. When dealing with structured argumentation in the form of graphs, the
aforementioned atom nodes contain texts that can be processed through NLP.
Since the inception of representing words through embeddings, the concept has
evolved to transformer-based models popularized by Bidirectional Encoder Rep-
resentations from Transformers (BERT) [11]. These models are pre-trained on a
large corpus of texts and can then be fine-tuned on a specific task—for instance,
predicting Textual Entailment (TE) [16]. TE—also known as Natural Language
Inference (NLI)—is the task of determining whether a given text entails another
text and is conceptually similar to the investigated polarity prediction task. How-
ever, datasets for TE are not directly applicable to polarity prediction, since the
notion of entailment/contradiction is not the same as support/attack: For exam-
ple, a premise may entail a claim, but does not necessarily support it.

Based on the transformer architecture, LLMs having billions of parameters
have been developed in recent years. In addition to fine-tuning, they can be used
in a chat-based way by prompting them for some output. This approach is also
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Start Post

Reply

Fig.1. Fragment of a conversation from the platform Hacker News with the text
of the posts replaced by their type. (Source: https://news.ycombinator.com/item?
id=37744339)

known as few-shot learning [27] since the model does not need to be trained on
a large dataset. LLMs differ w.r.t. their maximum context length—that is, the
number of tokens they can process at once. As we will discuss in Sect. 4, this is
an important factor to consider when designing prompts.

2.3 Online Conversation Platforms

Having introduced argumentation, the use of graphs in this context, and the
most important concepts of LLMs, we now detail the unique characteristics of
the different conversation platforms with which we are concerned in this paper:
Kialo, X, and HN. The first is a moderated debate portal, whereas the other two
are social networks. One common feature is that users can respond to the posts
of other users, leading to a tree-like structure of the conversation like the one
shown in Fig. 1. These trees depict a special type of argument graph, where each
scheme node has exactly one incoming and one outgoing connection to some atom
node. The starting post of the conversation can be seen as the major claim of
the argument graph. Therefore, we can specialize the definition of an argument
graph G = (V, E, M) by redefining the set of edges F = A x SUS x A and
setting constraints for the number of outgoing and incoming edges for scheme
nodes Vs € S : outdegree(s) = indegree(s) = 1.

A central difference between the three platforms is the type of posts they
contain: Kialo!® is a platform that aims to facilitate high-quality debates by pro-
viding a structured environment for users to discuss a wide range of topics. Users
not only reply to another user’s post, but also explicitly state the polarity of their
reply. X? (formerly known as Twitter) is a social network where users can post
short messages (formerly known as tweets) that are limited to 280 characters.
Similar to Kialo, other users can reply to these tweets, but the polarity or even
the stance of their post is unknown. At the same time, X has additional features

! https://www.kialo.com/.
2 https://x.com and https://twitter.com.
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like quotes, mentions, and hashtags that can be used to refer to other posts. For
example, a reply on X may contain multiple mentions of other users, leading
to a more complex structure than the hierarchical conversations found on Kialo
and HN. In our paper, we focus on the tree-like reply structure and leave the
remaining features for future work. HN® is a social news website run by the
venture capital firm Y-Combinator where users can submit links to articles or
ask questions and other users can comment on them. The platform is primarily
aimed at developers, and discussions are often more technical in nature.

3 Related Work

In the following section, we highlight some of the most important contributions
to the field of AM and CA concerned with online conversations. This field of
research has received a steady stream of contributions in the last decade, of
which we selected the works that are most relevant to our paper. For readers
more interested in text mining approaches for tweets that have been proposed
in that timeframe, we refer to the study conducted by Karami et al. [15].

The baseline model used in Sect. 5 is based on the work of Agarwal et al. [1].
The core of their contribution is a deep learning architecture dubbed GRAPHNLI
that predicts the polarity between two posts in a threaded conversation. Instead
of relying solely on the textual content of two posts, graph walks are used to sam-
ple contextual information from nearby nodes in the thread and thus generate
richer embeddings. The authors evaluated their approach on debates obtained
from the Kialo platform and compared it to four baseline approaches—one of
them being a Sentence-BERT (S-BERT) [22]| based classifier that only receives
the two posts without any context. The results showed that GRAPHNLI out-
performed all baselines on the polarity prediction task, although the difference
to the S-BERT classifier in terms of accuracy/precision/recall was rather small
(approximately 3%). In an ablation study, the ancestor nodes were found to be
relevant to the context than the child nodes. With the graph walks being based
on probabilities assigned to nodes, the results are not deterministic. Evaluation
of GRAPHNLI on Twitter data is left for future work.

Other datasets containing argumentative conversations have been proposed
in the past—for instance, based on the Debatepedia website [5,6]. Bosc et al. [3]
created the DART dataset that contains tweets (among other topics) related to
the Apple Watch release. At that time, it was not possible to fetch the entire con-
versation tree, so the authors resorted to heuristics to predict pairs of tweets—
meaning that the original structure of the conversation is lost. There also exists
a large body of work on AM for social media conversations, ranging from the
identification of ADUs [13] to the detection of opinions given some tweet [13,20].
The mentioned DART dataset has been used to identify argumentative tweets
and predict their polarity [4] and to recognize facts and sources in tweets [12].

3 https://news.ycombinator.com/.
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Table 1. Matrix with characteristics of our prompting strategies.

Isolated Sequential Contextualized Batched

Includes context X v v v
Parallel predictions v X v v
Usable without JSON schemas v v v X
Required context length small medium small large
Number of predictions for n pairs n n n 1

4 Prompting Strategies

As mentioned in Sect. 2.2, the use of LLMs shifts the focus from feature engi-
neering and model design to the so-called prompt engineering. In the following
section, we present four different strategies for predicting the polarity between
two posts in a conversation. All of them are zero-shot approaches—that is, no
exemplary cases are given to the model—since we aim at providing a univer-
sally applicable solution for different kinds of conversation. Each strategy is
tailored for a different kind of LLM, depending on its capabilities. To esti-
mate the required context size of a model, we distinguish between categories
small (100-500 tokens), medium (500-5,000 tokens), and large (more than 5,000
tokens). One strategy makes use of JSON-based responses enforcing a given
schema through OpenAT’s function calling feature, rendering it unusable for
other models.

The main difference between the strategies is the amount of context they
provide to the model. While the first two strategies only use the tree struc-
ture to identify premises and their claims—making them applicable to any kind
of conversation—the latter two use it to provide additional information to the
model: The isolated strategy does not use any context at all, while the sequential
one provides the model with all previous requests and responses. The contextu-
alized strategy samples nearby nodes in the conversation tree, and the batched
one passes the entire conversation as context. They are designed to work equally
well for smaller conversations that have only a few posts, as well as for larger
ones that potentially contain hundreds of posts. As part of our evaluation in
Sect. 5, a diverse set of graph sizes is used to verify this. A comparison matrix
can be found in Table 1 and concrete prompts in Appendix A.

4.1 Isolated Prompting

In this rather intuitive approach, we simply feed two posts into the model without
any additional context from the conversation—that is, we assume that they are
self-contained. As part of the system message, the model is instructed to predict
the polarity between a premise and its claim and respond with “support” or
“attack”. This approach can be applied to virtually any LLM and is therefore a
good starting point for our evaluation. Since all predictions are separate from
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each other, one can query the model for all of them in parallel—making inference
faster for multi-GPU setups. We observed that LLMs may produce more text
than the single word it is supposed to output, which we deal with by performing
substring matching. For example, if the model outputs “I support this claim.”,
we would consider this as a prediction of “support”.

4.2 Sequential Prompting

The basic idea is the same as in the previous approach, but we simulate memory
by storing all previous predictions for a single post and passing this conversation
history to the model. This could make it possible for the model to provide pre-
dictions that are consistent with previous decisions, and thus potentially increase
the accuracy. The first prediction for a post still does not have any context—the
difference only becomes apparent from the second prediction onward. Since the
number of messages increases linearly with the number of posts in a conversa-
tion, this strategy is not suitable for LLMs with a limited context size. One can
remedy this by removing some of the earlier posts and their predictions from
the history, but this would also remove the context for the corresponding posts.
Compared to isolated prompting, this strategy cannot be run in parallel.

4.3 Contextualized Prompting

This strategy is an extension of the isolated and sequential prompting approaches
that aims to solve their limitations. The isolated technique misses any kind of
contextual information, potentially leading to wrong predictions. The sequential
approach might be prone to subsequent errors: Wrong predictions for the first
requests may influence the model’s decision for later ones.

To solve these problems, we propose to sample nearby nodes for contextual
information in a similar way to GRAPHNLI. Agarwal et al. [1] proposed the use
of random graph walks (see Sect.3), which means that the results can change
between runs. The authors found that providing four nodes as a context yielded
the best results, so we propose the following deterministic sampling technique:
Choose one parent node of the claim, one child node of the premise, and one
sibling node of each (if available), resulting in a maximum of four nearby nodes.
In case there are multiple candidates, choose the one with the longest text—this
should provide the model with the most information available in nearby nodes.
A consequence of this sampling is that some nodes in the graph may have limited
context—most notably leaf nodes without siblings—even in large discussions.

While in theory this approach could be applied to both the isolated and
sequential prompting, we only use it for the former since the latter already
includes context, and we did not find any benefit in combining both techniques.
Contextualized prompting will naturally need a larger context length than the
isolated approach, but the token size does not scale linearly with the number of
posts—consequently, it may be used with LLMs having limited context sizes.
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4.4 Batched Prompting

All previous approaches fed the argument pairs to the model one by one, but with
the development of LLMs having context sizes of more than 100,000 tokens, we
gain the option of passing all pairs in a single request. It would still be possible to
perform a single prediction, but that would be inefficient. Instead, this strategy
uses another feature that some LLMs (e.g., those created by OpenAl): The ability
to handle structured JavaScript Object Notation (JSON) data—also known as
function calling. This enables us to use a single request to predict the polarity
between all pairs in a conversation. We expect this strategy to show the best
efficiency since the model can use the entire conversation as a context.

When querying a LLM with such a complex request, there is a chance of
hallucinations—for instance, the model might predict a polarity between two
posts that are not connected in the conversation or even come up with posts
on its own that are not part of the conversation. In an effort to mitigate these,
we append a unique identifier to each premise and claim and use only those
predictions that match the corresponding identifiers. In case some predictions
are missing, we perform a second request for the missing ones only and provide
the available predictions as a context.

5 Experimental Evaluation

In the next section, we present the datasets used for our evaluation, followed
by the experimental setup. We then proceed with the results of our experiments
and discuss their implications. We start by introducing our hypotheses to answer
our research question formulated in Sect.1: Can unsupervised LLMs match or
even surpass the polarity prediction quality of supervised approaches?

H1. The prediction quality of supervised models is influenced by the type of
posts in the training data (i.e., debate portals vs. social networks).

H2. Adding context information to the prompts improves the prediction quality
of the model.

H3. At least one of our prompting strategies matches or exceeds the prediction
quality of established supervised approaches.

H1 aims at showcasing the difficulties in transferring models between different
types of posts, whereas H3 checks that our prompting strategies are also appli-
cable to high-quality debates. H2 test which of strategies presented in Sect. 4
performs best on different types of data.

5.1 Experimental Setup

In order to assess our hypotheses, we implemented our approach in Python and
made the source code publicly available on GitHub under the permissive MIT
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license.* Our application is implemented through a client-server architecture,
which means that other developers can easily integrate it into their own projects.
To demonstrate this, we built another open-source application called XARGUE-
BUF that enables real-time AM on X and HN.® Throughout this evaluation, we
use a set of standard classification metrics, namely accuracy A, precision P, and
recall R. Furthermore, we tested the statistical significance of our results using
McNemar’s test [19] (x? distribution, continuity correction, significance level
a = 0.01). The test is based on disconcordant pairs in a contingency table and
allows us to assess the difference in prediction quality between two approaches
when using the same data. Its null hypothesis states that the two approaches
are equally good at predicting the polarity between posts.

As LLMs for our evaluation, we use the proprietary ChatGPT developed
by OpenAl and the open Llama 2 [26] developed by Facebook. The prompt-
ing strategies that require small to medium context length were tested on the
gpt-3.5-turbo-1106 model, whereas the batched one requiring a larger con-
text size was tested on the gpt-4-1106-preview model (also known as GPT-4
Turbo). The tests involving Llama all use the model with 13 billion parame-
ters fine-tuned on the chat task. Language models tend to provide unpredictable
output, so for each prompt-based evaluation, we provide the number of missing
predictions (N/A) as a percentage. Due to load-balancing measures implemented
by OpenAl, we could not utilize the full context length of their largest model in a
deterministic manner—some requests would randomly time out. For the batched
strategy, we thus limited one request to 50 claim-premise pairs and performed
multiple requests if necessary.

To compare our prompting strategies with established supervised approaches,
we used the same baseline model as Agarwal et al. [1]: A cross-encoder based on
the S-BERT architecture.® Compared to a regular bi-encoder where the two posts
are encoded separately, both posts are passed simultaneously to the transformer.
Agarwal et al. [1] report results that almost match their GRAPHNLI model,
so we expect this baseline to be a good indicator for the effectiveness of our
prompting strategies. We trained multiple variants of this baseline model on
different datasets (see next section) to test H1.

5.2 Datasets

In the following section, we present the three datasets used in our evaluation: Two
new ones containing conversations from X and HN as well as the dataset used by
Agarwal et al. [1] to evaluate their GRAPHNLI model. One goal of our paper is
to facilitate real-time argument mining, so our methods should be applicable to
conversations of different sizes and shapes, including small ones containing only
a few posts. An overview of the number of posts contained in them is shown
in Fig. 2, showing that a wide range of conversation sizes is covered. The part

* https://github.com/recap-utr/polarg.
5 https://github.com/recap-utr /xarguebuf.
5 The same pre-trained model (distilroberta-base) is used.


https://github.com/recap-utr/polarg
https://github.com/recap-utr/xarguebuf

PolArg: Unsupervised Polarity Prediction of Arguments 117

Kialo (sample) A I—_—| [oNe] (o}

X (extracted)

Hl—>
X (annotated) - I-.—Il
—

HN (extracted) -

HN (annotated) A I-—|@

50 100 150 200 250 300 350

Fig. 2. Distribution of the number of posts in the datasets used in our evaluation.

of the GRAPHNLI dataset used in our evaluation is rather large—conversations
on average consist of 86 posts, some even having more than 200 posts—whereas
the newly annotated X and HN datasets on average contain 15 and 21 posts,
respectively. Although the X and HN datasets are static snapshots, their diverse
sizes and shapes should therefore approximately resemble the conversations that
would be encountered in a real-time scenario.

The GRAPHNLI corpus [1] has been crawled from Kialo and contains a total
of 1,560 conversations with 327,579 posts. Since these debates already include
polarity labels, manual annotation was not necessary. They also did not need
to remove non-argumentative posts from the conversations due given that Kialo
is a moderated platform focused on high-quality discourses. Due to the rather
large size of the dataset and the rate limits imposed by OpenAl (see above), we
sampled 10% of the debates from our test dataset to be used for our evaluation.
This test ultimately contains 31 graphs.

The other two datasets containing posts from X and HN have been cre-
ated from scratch for this paper, as we are not aware of any existing ones
that are suitable for our evaluation. After downloading the conversations via
the platform’s Application Programming Interface (API), the conversation trees
were then handed over to two student experts who removed posts that did not
contain argumentative content and assigned a polarity (i.e., support/attack) to
each missing scheme node. These new corpora are available on request from the
authors to other researchers for non-commercial purposes. In the following, we
briefly discuss the queries used to obtain the data, the difficulties we faced during
the annotation process, and the reliability of the resulting datasets.

To train our baseline classification model, each dataset has been divided into
three parts: 80% for training and 20% for testing. The training set was further
divided into 80% for training and 20% for validation. The splits were made at
the conversation level to ensure that all posts of a single conversation were in
the same set to avoid data leakage.

X Dataset. This corpus contains posts related to the 2020 presidential election
in the United States. Our query is based on hashtags identified in previous
studies [8,23]. Here is the complete list of hashtags used in our query:

#2020election, #2020elections, #4moreyears, #americafirst, #biden, #biden2020, #biden-
harris2020, #bluewave2020, +#covidl9, #debate2020, #donaldtrump, #draintheswamp,
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#election2020, +#electionday, +#elections 2020, #felections2020, #fourmoreyears, #gop,
#joebiden, #kag, #kag2020, #keepamericagreat, #latinosfortrump, #maga, #maga2020,
#makeamericagreatagain, #mypresident, #november3rd, #novemberiscoming, #patrio-
tismwins, #qanon, #redwave, #stopthesteal, #trump, #trump2020, #trump2020landslide,
#trumphasnoplan, #trumpliespeopledie, #trumppence2020, #trumpvirus, # uselections,
#vote, #vote2020, #votebluetosaveamerica, #votered, #voteredlikeyourlifedependsonit,
#voteredtosaveamerica, #votetrump2020, #votetrumpout, #yourchoice, #americafirst

These hashtags were joined together using the logical or operator (V). Since
this query was only used to find the starting post of a conversation, we further
restricted the set of results using the following constraints: (i) The post must
be published between 3rd June 2020 (i.e., start of primaries in Towa) and 2nd
November 2020 (day before election), (ii) is must be written in English, (iii) the
author must be verified by Twitter, and (iv) the post must not be a retweet,
reply, or quote. When downloading the dataset on 8th December 2022, more
than 2,000,000 posts matched these criteria. In other words, we identified over
two million conversations, each containing possibly hundreds or even thousands
of replies. X’s API does not allow filtering by likes, followers, or other metrics,
so we decided to let X order the posts by relevancy and use the best 500 posts
for our annotation process. Our rationale here is that the most relevant posts
for X are likely also those that appear in the For You tab on their website and
app, so this choice should closely mimic the experience of a regular user. For
each of the resulting 500 posts, we recursively fetched all replies (i.e., the entire
conversation) from X’s API, resulting in a file containing more than 2.5 GB of
compressed textual data.

Handing over such a large amount of data to our annotators would have been
impractical, so we decided to further reduce the number of tweets by applying the
following constraints: (i) Each post must have at least 20 characters (otherwise
it is unlikely to contain valuable and argumentative information), (ii) each post
must have at least one interaction (i.e., like, retweet, reply, or quote), (iii) the
depth of a conversation must be at least two (i.e., the distance between the
starting post and a leaf reply must be at least two), and (iv) a conversation must
afterwards have at least three and at most 50 posts left. The last constraint is
necessary to ensure that the annotation process is feasible for our experts. With
these restrictions, we were left with 294 conversations that contain 4,930 posts
in total. During the annotation process, the experts remove all posts that are
not argumentative, leading to a final size of 272 conversations with 4,067 posts.
The relatively low number of posts removed during the process again shows that
social networks contain a good amount of argumentative content.

Hacker News Dataset. We already stated the differences between HN and
X in Sect. 2.3, but it essentially boils down to the fact that HN is a platform
targeted at a more technical audience without restrictions on the number of
characters. This means that we are not faced with the issue of filtering millions
of posts, and thus we used a simpler method to obtain the data. Their API does
not natively support arbitrary queries, so we opt to take snapshots of the best
posts at two different points in time: On 5th October 2023 and 30th October
2023 (about two weeks apart to let enough new posts emerge). We fetched regular
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posts and Ask HN posts separately and merged them afterwards—there was only
one overlapping post between both sets.

But even on HN, this approach resulted in almost 1,000 posts, so we again
settled on some constraints to filter out the most promising conversations: (i)
The starting post must have received a minimum number of 10 upvotes, (ii) each
conversation must have at least ten and at most 100 replies, (iii) each reply must
have at least 20 characters, and (iv) the depth of a conversation must be at least
two (i.e., the distance between the starting post and a leaf reply must be at least
two). These constraints resulted in 206 conversations with 10,596 posts in total.
The conversation depicted in Fig.1 is an example of the type of discussion we
extracted from the API. After the manual annotation process, we were left with
198 conversations that contained 4,190 posts. This means that more than half
of the posts were deemed not argumentative. From our experience, this seems
to stem mainly from the fact that the posts on HN contain a lot of factual
information instead of opinions. For example, when trying to answer a question
in the format Ask HN, users are likely to provide a direct answer rather than
argue for a certain position. Even if a reply to such a factual post might then
contain some argumentative information, we remove the entire branch from the
conversation tree to be consistent with the annotation process for the X dataset.

Annotation Reliability. During the initial annotation process, each annotator
processed a different set of conversations, which means that no Inter-Annotator
Agreement (IAA) could be calculated. We also did not have the resources to
have each conversation annotated by two experts. To still ensure the reliability
of the annotations, we took a random 30% sample of the unannotated X and
HN datasets and handed them over to a team of three student experts—more
specifically, the team that also labeled the HN dataset. We designed the sampling
process in a way that no expert would annotate a conversation they had already
seen before. Upon completion, a total of 8,938 scheme nodes had labels by two
independent annotators for which we calculated the IAA using Cohen’s  [10].

During the annotation, the experts were free to remove non-argumentative
relations, thus we consider two different perspectives: (i) The TAA for the entire
dataset (including schemes removed by the annotators), and (ii) the TAA for the
subset of scheme nodes that were labeled as either support or attack by both
annotators (i.e., those considered to be argumentative). We received x values
of (i) .434 and (ii) .638 for the X dataset and (i) .202 and (ii) .410 for the HN
dataset. Based on the Landis and Koch guidelines [17], we consider the IAA for
perspective one (i.e., the entire dataset) to be moderate for X and fair for HN.
For perspective two (i.e., the subset of argumentative schemes), we consider the
IAA to be substantial for X and moderate for HN. The implications of these
results are twofold: First, the IAA for the subset of argumentative schemes is
higher than for the entire data set, meaning that labeling argumentative content
was easier. Second, the IAA for the X dataset is higher than for the HN dataset,
indicating X posts are more argumentative HN posts. As stated in Sect. 1, we
leave the detection of argumentative content to future work.
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Table 2. Effectiveness results of different variants of the baseline model with the best
metrics for each test dataset marked in bold.

Test Dataset Train Dataset A P R

Kialo Kialo 752 780 .752
Kialo X U HN .636 .641 .573
Kialo All 782 .785 .762
HN Kialo 708 .642 .554
HN X U HN 700 .612 .612
HN All 715 .628 .643
X Kialo .689 .552 .557
X X U HN 753 .649 .625
X All 748 628 .671

5.3 Results and Discussion

Having described our experimental setups and the datasets used for our evalua-
tion, we now present our results and discuss them in detail. We start by inves-
tigating the effectiveness of our baseline model using Table 2 to answer H1. For
the Kialo and HN dataset, the difference between a classifier trained on Kialo
graphs and a combination of the three sites is negligible. For posts from X, how-
ever, the effectiveness of the model trained on the Kialo dataset is considerably
worse than the other two: The model trained on the much smaller X and HN
is even the most efficient. Another interesting observation is that this model is
considerably less effective on the Kialo test set than the other two. This means
that we can only partially confirm HI1: Although there is an impact for using
Kialo as training data for X posts (and vice versa), HN posts did not show much
difference w.r.t. the training data. This seems to strengthen the assumption that
the HN posts are more similar to Kialo than they are to X.

The remaining hypotheses can be tested with the results presented in Table 3,
starting with the impact of adding context information to the prompts (H2).
First, we check whether the contextualized prompting strategy is more effective
than the isolated one. For four of our six test cases, we observe a small improve-
ment. However, for the other two, the isolated strategy is more effective. Com-
paring the isolated and contextualized strategies using McNemar’s test yields a
p-value of 0.23 across all models and datasets, meaning that the null hypothesis
cannot be rejected. Since Agarwal et al. [1] found that adding nearby nodes is
beneficial, this could be a consequence of our deterministic sampling method.
The results are different for the context-aware batched prompting strategy: For
all test cases, we observed notable improvements across all metrics. The com-
parison of isolated vs. batched and contextualized vs. batched prompting using
McNemar’s test yields a p-value < 0.001 in both cases, meaning that the null
hypothesis can be rejected. This confirms our intuition that passing the whole
conversation as context to the model is indeed beneficial. Since this strategy is
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Table 3. Effectiveness results of different prompting strategies with LLMs with the
best metrics for each test dataset marked in bold.

Test Dataset Model Prompting A P R N/A

Kialo ChatGPT Isolated 593 564 720 0.73%
Kialo ChatGPT Contextualized .559 .533 .753 0.15%
Kialo ChatGPT Batched .840 .843 .841 1.57%
Kialo Llama Isolated .540 516 .881 1.53%
Kialo Llama Contextualized .557 .528 .864 0.04%
HN ChatGPT Isolated 578 .468 .663 0.00%
HN ChatGPT Contextualized .547 .447 .724 0.00%
HN ChatGPT Batched .618 .504 .686 0.13%
HN Llama Isolated 480 413 .827 0.00%
HN Llama Contextualized .503 .422 .769 0.13%
X ChatGPT Isolated .656 .505 .467 0.34%
X ChatGPT Contextualized .652 .500 .577 0.34%
X ChatGPT Batched 755 .629 .752 2.03%
X Llama Isolated 556 .428 651 12.77%
X Llama Contextualized .523 .403 .750 4.63%

only possible with the largest GPT model, we cannot compare it to the Llama
model. Therefore, we accept H2.

Finally, we check whether our prompting strategies match the effectiveness of
the baseline model (H3) by comparing the results of the supervised model trained
on all three corpora to the predictions obtained using the batched strategy. For
the X dataset, McNemar’s test yields a p-value of 0.61 and thus shows that
there is no significant difference between the two models. For Kialo and HN,
the test yields a p-value < 0.001, leading to the rejection of the null hypothesis.
Closer inspection of the classification metrics reveals that in case of Kialo, the
batched strategy is more effective than the baseline model, while for HN, the
opposite is true. Bearing its low IAA and weak overall scores in mind, this is yet
another indicator of the rather technical nature of HN posts—potentially leading
to a higher uncertainty in the predictions. Even when considering that ChatGPT
may have been trained on some publicly available Kialo debates and may thus be
biased towards them, the effectiveness on the new X dataset shows the potential
of the batched strategy. Combining all findings, we tend to cautiously confirm
H3—at least for clearly argumentative posts.

5.4 Qualitative Error Analysis

Besides the quantitative results, we also performed a qualitative analysis to
better understand the errors made by the LLMs. The batched one is the most
promising one, so we focus on it in our analysis. Please note that due to copyright
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issues, we cannot provide examples of actual posts, so we discuss the context and
the types of errors made and provide suggestions for improvement.

For the X dataset, we observed that the model often struggles with predic-
tions involving posts that contain insults, sarcasm, or jokes. For example, the
polarity between a factual premise and an insulting claim is often predicted dif-
ferently than by the human annotator. We also identified multiple cases where
replies (i.e., the premises) to posts with a negative sentiment (i.e., the claims)
were predicted as support by the annotator but as attack by the model. This
could be caused by the model comparing the premise to major claim instead of
the directly connected claim. Another common source of errors are posts that
contain emojis—especially if multiple emojis are used in a single post. Although
the experts were able to interpret them correctly, the LLMs may lack the neces-
sary context to do so. One possible solution to this problem could be to encode
the emojis via a textual description.

For the HN dataset, we observed the same issues with posts containing insults
or negative sentiment. In addition, we found multiple instances where the pre-
diction of the LLMs was different from the expert’s opinion, but still plausible or
even a better fit. For example, an expert labeled the relation between a premise
supporting a claim that in turn attacks another claim as attack, while the model
correctly predicted support. This again shows the inherent subjectivity of the
tasks and confirms our finding that the IAA for the HN dataset is lower than for
the X dataset (see Sect.5.2). For both corpora, we did not observe a correlation
between the length of a premise and its claim and the prediction quality of their
relation.

One challenge in our analysis was the probabilistic nature of LLMs: Even for
the same conversation and prompt, it may happen that the accuracy of the model
changes considerably between runs. In order to achieve better stability between
the runs, one could modify the prompts to include more specific constraints—
potentially at the cost of generalization. This drawback could be mitigated by
using specialized prompts for different types of posts.

6 Limitations

While our prompting strategies show promising results, there are still some lim-
itations to consider. Due to rate limits and timeouts imposed by OpenAl, we
had to apply chunking to the batched strategy, which may have affected the
prediction quality. Additionally, we only consider the text of the posts and do
not take into account other modalities like images or videos and thus are miss-
ing potentially valuable context information. We also do not analyze links that
may be embedded in the posts. In the case of X posts, our current approach
focuses on the replies to some starting post, but other relations like mentions or
quoted tweets are not considered. Finally, an important aspect to consider is the
runtime of the models. While predicting the polarities of a single conversation
is a matter of seconds using the supervised model, the LLMs needed almost a
minute to complete the task. The reason for this is that such generic LLMs have
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billions of parameters, while the smaller S-BERT model has millions only. We
expect this to change in the future—even a model like S-BERT was considered
to be too slow for use in production just a few years ago.

7 Conclusion and Future Work

In this paper, we presented an unsupervised approach to perform AM on posts
from social networks. We introduced multiple prompting strategies for different
context lengths and evaluated them on three different datasets. Our results show
that the batched prompting strategy—when paired with an adequate LLM—is
capable of matching or exceeding the effectiveness of a supervised LLM. Com-
bined with our open-source implementation, this makes it possible to perform
real-time AM on social networks even for emerging topics without appropriate
training data.

In future work, the presented approach could be extended to also handle
the classification of argumentative vs. non-argumentative posts. By adding a
neutral class, posts that have little or no argumentative content could be detected
and removed from the conversation tree. This could help boost the prediction
accuracy, especially for datasets like the HN one where we currently need human
annotators to do the job. Another interesting avenue for future work is the
evaluation of the LLM GROK developed by xAl. Since this model is specifically
trained on posts from X, we expect it to be more effective for this type of data
than the generic LLMs used in this paper.

Acknowledgements. This work has been funded by the Deutsche Forschungsgemein-
schaft (DFG) within the projects ReCAP and ReCAP-II (Ne 375342983, 2018-2024)
as part of the priority program RATIO (Robust Argumentation Machines, SPP-1999)
as well as the Studienstiftung.

A Prompting Templates

A.1 TIsolated Prompting

System You are a helpful assistant that predicts the relation/polarity between
the premise and the claim of an argument. You shall predict whether the
premise supports or attacks the claim. Answer either support or attack.

User Premise: premise. Claim: claim.

A.2 Sequential Prompting

System You are a helpful assistant that predicts the relation/polarity between
the premise and the claim of an argument. You shall predict whether the
premise supports or attacks the claim. Answer either support or attack.

User Premise: premise. Claim: claim.

Assistant support or attack

User Premise: premise. Claim: claim. And so on...
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A.3 Contextualized Prompting

System You are a helpful assistant that predicts the relation/polarity between
the premise and the claim of an argument. You shall predict whether the
premise supports or attacks the claim. Answer either support or attadiser
Premise: premise. Claim: claim. The premise and the claim have the
following neighbors in the conversation: adu_1 ... adu_n

A.4 Batched Prompting

System You are a helpful assistant that predicts the relation/polarity between
the premise and the claim of an argument. You shall predict whether the
premise supports or attacks the claim. Answer either support or attack.
You will be presented with a list of premise-claim pairs containing their text
and id encoded as a JSON array. Provide exactly one prediction for each of
them using the function predict_entailment.

Available Function Calls JSON schema describing predict_entailment as
an array of objects with the following keys: premise_id (string),
claim_id (string), and polarity_type (enum: support/attack).

User JSON array of objects with the following keys: premise_id (string),
premise_text (string), claim_id (string), and claim_text (string).
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