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Abstract Retrieval studies often reuse TREC collections after the cor-
responding tracks have passed. Yet, a fair evaluation of new systems that
retrieve documents outside the original judgment pool is not straightfor-
ward. Two common ways of dealing with unjudged documents are to
remove them from a ranking (condensed lists), or to treat them as non-
or highly relevant (naïve lower and upper bounds). However, condensed
list-based measures often overestimate the effectiveness of a system, and
naïve bounds are often very “loose”—especially for nDCG when some top-
ranked documents are unjudged. As a new alternative, we employ boot-
strapping to generate a distribution of nDCG scores by sampling judg-
ments for the unjudged documents using run-based and/or pool-based
priors. Our evaluation on four TREC collections with real and simulated
cases of unjudged documents shows that bootstrapped nDCG scores yield
more accurate predictions than condensed lists, and that they are able
to strongly tighten upper bounds at a negligible loss of accuracy.

1 Introduction

The Cranfield experiments [12, 13] were conducted on a collection of 1,400 doc-
uments and complete relevance judgments for 225 topics. Since collection sizes
grew substantially, complete judgments became infeasible almost immediately
thereafter. The current best practice at shared tasks in IR is to create per-topic
pools of the submitted systems’ top-ranked documents and then judge each
topic’s pool [40]. Systems that did not contribute to the pools may then later
retrieve some unjudged documents. Thakur et al. [36] recently observed this for
TREC-COVID [41], where dense retrieval models in post-hoc experiments re-
trieved many unjudged documents that turned out to be relevant. Typical rea-
sons for “incomplete” judgments are lacking run diversity or time constraints—
which was the case for TREC-COVID as per Roberts et al. [29]. When reusing
shared task data, one thus often has to deal with unjudged documents.

Unjudged documents can be judged post hoc, but this can be costly and in-
consistent with the original judging process. Typically, post-hoc evaluations ei-
ther remove unjudged documents (condensing the results lists of a new system to
the included judged documents in their relative order) [31], or the unjudged doc-
uments are assumed to either all being non- or highly relevant (naïve lower/upper
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Figure 1. Actual (obtained via post-judging) and estimated nDCG@10 of the dense
retrieval model ANCE for selected TREC-COVID topics with unjudged documents.

bounds) [25]. Both ideas have drawbacks: Condensed lists often overestimate ef-
fectiveness [33], and the difference between naïve lower and upper bounds can
be very large [25]—especially for a recall-oriented measure such as nDCG [23],
one of the most reported measures for many retrieval tasks [11, 15, 17, 36]. We
further show that lower/upper bounds on nDCG are potentially incomparable
to results reported based on complete judgments on the same data (Section 3.3).

To address the outlined problems, we propose a new bootstrapping approach
to estimate nDCG in the presence of unjudged documents (Section 3). By repeat-
edly sampling judgments for unjudged documents using run- and/or pool-based
priors, we derive a distribution of possible nDCG scores for a retrieval system on
a topic. Figure 1 compares such distributions with the estimates of condensed
lists and the naïve lower/upper bounds on selected TREC-COVID topics for the
dense retrieval model ANCE [43] (which retrieved many unjudged documents
deemed relevant [36]). The distributions help to identify topics with an extremely
unlikely naïve upper bound (Topics 3, 19, 34), or where only a few nDCG scores
between the bounds are very likely (Topic 22). In an evaluation on the Robust04,
ClueWeb09, ClueWeb12, and TREC-COVID collections with real and simulated
unjudged documents, we show the mode of the bootstrapped nDCG score distri-
bution to be a more accurate estimate than those obtained from condensed lists
and the, often default, naïve lower bound (Section 4). Moreover, bootstrapped
nDCG bounds can be configured to be a lot tighter than the naïve upper bound
at a negligible loss of accuracy. For future nDCG evaluations with unjudged
documents, we share our data and code compatible with TrecTools [28].4

4https://github.com/webis-de/ECIR-23

https://github.com/webis-de/ECIR-23
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2 Background and Related Work

We briefly review the nDCG evaluation measure, methods for dealing with un-
judged documents, and previous applications of bootstrapping in IR.

Normalized Discounted Cumulative Gain (nDCG). The nDCG [23] is one of
the most widely used IR evaluation measures (e.g., in the TREC Web and Deep
Learning tracks [8, 17] or in the BEIR benchmark [36]). It is a normalized version
of the discounted cumulative gain (DCG) that combines result ranks and graded
relevance so that lower-ranked results contribute less “gain”. The DCG is usually
defined as

DCG@k =

k∑
i=1

2rel(di,q) − 1

log2(1 + i)
,

where k is the maximum rank to consider, rel(di, q) is the graded relevance
judgment of the document returned at rank i for the query q, the logarithm
ensures smooth reduction, and 2rel(di,q) emphasizes highly relevant documents.
The nDCG@k normalizes a system’s DCG@k score by dividing by the DCG∗@k
score of the “ideal” top-k ranking of the pool (i.e., the ranking of the judged doc-
uments by relevance). Note that the ideal ranking may easily include documents
that some systems do not return in their results.

Methods to Deal with Unjudged Documents. Only a few “specialized” retrieval
effectiveness measures specifically target situations with unjudged documents
(e.g., bpref [4] or RBP [27]). Yet, these measures are used in only a few scenarios
like the TREC 2009 Web track [8] that aimed for minimal judgment pools [6].
Most retrieval studies instead usually report measures that assume all documents
in the evaluated part of a ranking to have relevance judgments (e.g., nDCG).
When evaluating a new retrieval system in the scenario of such a study, retrieved
documents that were not in the original judgment pool cause problems [4, 46].

Typical methods [25] to deal with unjudged documents are: (1) assuming
non-relevance, (2) predicting relevance, (3) condensing result lists, or (4) com-
puting naïve bounds. Assuming non-relevance for unjudged documents is the
standard in trec_eval, but only yields good results for “essentially” complete
judgments [42] and favors systems that retrieve many (relevant) judged docu-
ments [35]. Since systems that retrieve unjudged but relevant documents might
be severely underestimated [46], there have been attempts to automatically pre-
dict relevance [1, 2, 5, 7] (e.g., based on document content). However, such
predictions can be problematic given that even experienced human assessors can
struggle [38]. Also inferred measures like infAP [44] and infNDCG [45] could
be viewed as prediction approaches. They exploit the probabilities with which
documents were sampled for incomplete judgment pools with reduced overall
effort [39]. But inference does not really work for post-hoc evaluation of systems
that did not contribute to the original pool sampling since the sampling proba-
bilities for newly retrieved high-ranked documents then can be undefined. Still,
the general idea of sampling inspired our approach.
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In the condensed list approach, all unjudged documents are removed from
a ranked list before calculating effectiveness. The conceptual simplicity and the
experimental evidence [31] that condensed lists give better results than the spe-
cially designed bpref helped condensed lists to become widely used—also in Trec-
Tools [28] or PyTerrier [26]. But like relevance prediction, compressed lists also
have the disadvantage of hiding the potential uncertainty created by unjudged
documents. This motivates approaches that make this uncertainty “visible,” such
as calculating (naïve) lower or upper effectiveness bounds [25, 27].

Naïve bounds contrast the worst case with the best case by calculating the
score a system would achieve if all unjudged documents were non-relevant or
highly relevant. In the context of utility-based (based only on ranking) and
recall-based (normalized by a “best possible” ranking) evaluation measures, the
naïve bounds are designed for the former [25]. For utility-based measures, any ac-
tual effectiveness score of a system is guaranteed to be within the naïve bounds.
However, for recall-oriented measures like nDCG, we show that the actual effec-
tiveness of a system may lie outside the naïve bounds (cf. Section 3.3) and that
expanding them often leads to meaningless 0.0 (lower) and 1.0 (upper) bounds.

Our new bootstrapping approach addresses the outlined shortcomings of the
existing ideas for dealing with unjudged documents when using nDCG. By de-
riving a distribution of possible nDCG scores, we allow tighter bounds and more
informed point estimates. Both improvements are based on the same underlying
distribution of possible nDCG values, which also simplifies uncertainty assess-
ment and interpretation.

Bootstrapping in Information Retrieval. Bootstrapping is a statistical technique
in which repeated samples are drawn from data to obtain a distribution for subse-
quent statistical analyses [18]. It has been applied to various statistical problems
in information retrieval, either as topic bootstrapping or corpus bootstrapping.
Topic bootstrapping was probably the first use of bootstrapping in IR [34]. It
refers to the repeated sampling of queries for some statistical analyses and has
been used in significance tests [34, 35] or to assess the discriminatory power of
effectiveness measures [30, 32, 47]. However, topic bootstrapping is not intended
to assess the uncertainty created by unjudged documents.

In corpus bootstrapping, documents are sampled from a corpus to simulate
different corpora [47]. Previous use cases of corpus bootstrapping include assess-
ing the transferability of system comparisons between different corpora [16] or
the robustness of evaluation measures [47] and significance tests [19]. The as-
sumption underlying corpus bootstrapping is that observations should be stable
between (slightly) different corpora. This inspired our idea of applying boot-
strapping to evaluations with unjudged documents in the sense that an unjudged
document should “behave” similarly to the judged documents in a run and/or
pool. Bootstrapping has not yet been applied to the evaluation of unjudged doc-
uments, although the research reviewed above shows that bootstrapping enables
similar applications. By making our code publicly available, we try to support
Sakai’s call for bootstrapping to get more attention in IR [30].
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3 Bootstrapping nDCG Scores

After preparatory theoretical considerations, we propose a bootstrapping ap-
proach to generate nDCG score distributions by repeatedly sampling judgments
for unjudged documents. Based on the lessons learned, we then reconsider cur-
rent methods for estimating lower and upper bounds and propose improvements.

3.1 Preparatory Theoretical Considerations

As briefly discussed in Section 2, nDCG requires judgments to be complete up to
the desired scoring depth k. Unjudged documents in the top-k results of a system
must therefore either be post-judged, or be estimated otherwise based on some
strategy. Post-judgments are costly and may lead to inconsistencies with prior
judgments. This often leaves automatically estimating unjudged documents as
the most feasible practical option.

A first idea could be to simply randomly sample relevance labels for unjudged
documents. But without any further corrections, this approach can lead to in-
valid results. For instance, consider an evaluation setting with three relevance
grades {0; 1; 2} and a fictional judgment pool that contains nine highly relevant
documents (grade 2), one relevant document (grade 1), and arbitrarily many
non-relevant documents (grade 0) for some topic. Assume that a to-be-evaluated
system A returns in its top-10 results the nine highly relevant documents from
the pool and one unjudged document not part of the pool. Suppose that rel-
evance grade 2 is randomly sampled for the unjudged document. Adding this
sampled highly relevant document to the pool then improves the ideal ranking:

DCG∗
original pool@10 < DCG∗

pool with sample@10 .

If DCG∗
pool with sample@10 is used as the normalization denominator for com-

puting the nDCG@10 of system A, the resulting scores are thus not directly
comparable to nDCG scores of other systems calculated based on complete
judgments for the original pool and DCG∗

original pool@10. Comparability could
be reestablished by recalculating the nDCG scores of the other systems using
DCG∗

pool with sample@10. Yet, recalculating scores might be biased towards the
newly added system: in case the randomly sampled score is higher than the un-
judged document’s true relevance, recomputing diminishes the original systems’
nDCG scores below their true value, yet increases the newly added systems’
nDCG beyond its true value.

Conversely, also using DCG∗
original pool@10 as the denominator to maintain

comparability is not valid. In the example case of system A, this would cause

DCGsystemA@10 > DCG∗
original pool@10 ⇝

DCGsystemA@10

DCG∗
original pool@10

> 1 ,

which exceeds the range of nDCG expected from normalization.

It follows that theoretically sound and empirically viable nDCG estimation
approaches to handle unjudged documents must not change the pool’s initial
number of judgments per relevance grade in order to preserve the DCG∗@k.
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Algorithm 1 Bootstrapping nDCG Scores
Input: R top-k ranking for query q that contains unjudged documents

J pool of pairs (d, rel(d, q)) (i.e., documents with relevance judgments)
b number of desired bootstrapped nDCG scores

prior pool-, run-, or pool+run-based sampling probability
Output: Scores multiset of b bootstrapped nDCG scores for R based on J and prior

1: Scores ← ∅
2: repeat b-times ▷ following Sakai [30], we usually set b = 1, 000
3: J ′ ← J, S′ ← ∅ ▷ buffers for pool and judgm. sample of unjudg. documents
4: for all unjudged documents d ∈ R do ▷ try to sample prior -based judgment
5: select target relevance label r for d based on prior
6: if J ′ contains a document d′ ̸∈ R with rel(d′, q) = r then
7: J ′ = J ′ \ {(d′, r)}
8: S′ = S′ ∪ {(d, r)} ▷ desired judgment can be sampled from pool
9: else if J ′ contains a document d′ ̸∈ R with 0 ≤ rel(d′, q) < r then

10: let d′ ̸∈ R be a document in J ′ with highest rel(d′, q) < r
11: J ′ = J ′ \ {(d′, rel(d′, q))}
12: S′ = S′ ∪{(d, rel(d′, q))} ▷ otherwise, sample best possible lower judgm.
13: else
14: S′ = S′ ∪ {(d, 0)} ▷ fallback: standard assumption of non-relevance
15: Scores ← Scores ∪

{
DCG@k of R based on J′∪S′

DCG∗@k of J

}

3.2 Our Bootstrapped nDCG Estimation Approach

Algorithm 1 shows our approach. It meets the constraint of preserving the num-
ber of judgments per relevance grade in the pool by restricting the random
sampling of relevance degrees to a prior . In each of the b bootstrap iterations, a
relevance grade r is sampled for an unjudged document in the top-k ranking R
from the judgment pool J according to one of three sampling priors:

pool-based P (rel = r | J) =
|{d ∈ J : rel(d, q) = r}|

|J |
,

run-based P (rel = r | R) =
|{d ∈ R : rel(d, q) = r}|
|{d ∈ R : d is judged}|

, and

pool+run-based P (rel = r | J,R) =
P (rel = r | J) + P (rel = r | R)

2
.

During sampling, our approach checks in each iteration whether the desired
relevance grade r is still present in the pool. If not, the highest possible judgment
that is below the desired grade is selected, with grade 0 as the default fallback
option. This sampling strategy guarantees that the ideal ranking of the original
pool J and the ideal ranking of the final “sampled” judgments J ′ ∪ S′ have
the same DCG∗@k. The bootstrapped nDCG scores for R are thus directly
comparable to nDCG scores of other rankings derived from the same pool J (e.g.,
to completely judged runs with nDCG scores computed on the initial pool).
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Table 1. Examples with incorrect RBP-inspired / naïve nDCG@2 bounds or with very
broad guaranteed nDCG bounds; relevance labels from 0 (not rel.) to 3 (highly rel.).

Bound Input Truth Estimated nDCG Bounds vs. Actual Score

? = unjudged Lower Bound ≤ Actual ≤ Upper Bound

RBP-insp. [1, ?] [1,2] DCG([1,0])
DCG([1,0])

= 1.00 ≰ DCG([1,2])
DCG([2,1])

= 0.80 ≰ DCG([1,3])
DCG([3,1])

= 0.71

Naïve [?, 1] [2, 1] DCG([0,1])
DCG([1,0])

= 0.63 ≤ DCG([2,1])
DCG([2,1])

= 1.00 ≰ DCG([0,1])
DCG([1,0])

= 0.63

Guarant. [1, ?] [1,2] DCG([1,0])
DCG([3,3])

= 0.09 ≤ DCG([1,2])
DCG([2,1])

= 0.80 ≤ DCG([1,0])
DCG([1,0])

= 1.00

Efficient Implementation. Our bootstrapping approach computes nDCG scores
in each iteration. To ensure efficiency, we precompute and tabulate the possi-
ble discounted gain values for each relevance grade at each of the top-k ranks,
the DCG∗@k of the ideal ranking of the given pool J , and the sum of the dis-
counted gain values of the judged documents in R—all of these values do not
change during bootstrapping. The nDCG score computation can then look up
the sampled discounted gain values for unjudged documents, add them to the
precomputed intermediate DCG of the judged part of R, and divide by the pre-
computed DCG∗@k of J . On an AMD Epyc 1.8GHz CPU, a TrecTools-based
tabulated implementation of our approach takes an average of 2.84 seconds per
topic (stddev: 0.01 seconds) to bootstrap nDCG@10 scores for the four runs
that have the most unjudged documents in TREC-COVID (9–32% unjudged
documents) as per Thakur et al. [36]—without tabulation: 17.62 seconds (std-
dev: 0.91 seconds). The fast run time shows that bootstrapping is practically
applicable, especially since further massive parallelization is possible.

3.3 Conceptual Comparison

Our preparatory considerations from Section 3.1 also apply to the derivation of
lower/upper bounds for nDCG. Bounds for nDCG inspired by RBP [25, 27] can
be incomparable, too. Naïve bounds can easily be made comparable but we show
that they and RBP-inspired bounds are not guaranteed to be correct. We thus
devise guaranteed bounds, but show that they then “necessarily” are very broad.

Error Bounds for nDCG. Inspired by the error bounds proposed for the utility-
based measure RBP [25, 27], lower/upper bounds for nDCG may be derived
by either assigning a relevance grade of 0 or the highest relevance grade to all
unjudged documents. But since the latter changes the ideal ranking, such an
upper bound can lead to incomparable nDCG scores. Therefore, in order to
yield comparable scores, we propose that an RBP-inspired “naïve” upper bound
for nDCG should iteratively greedily assign the highest still available relevance
judgment from the pool to the highest ranked unjudged document. If the pool’s
available non-zero grades are exhausted, 0 is assigned. This naïve bounding does
not change the DCG∗@k and thus yields scores comparable to other rankings on
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Table 2. Characteristics of methods to deal with unjudged documents in nDCG scor-
ing. Some are deterministic, some not (Det.), and they use different strategies with pool-
and/or run-based priors. All are “comparable” (i.e., do not change the ideal DCG∗@k).

Approach Det. Selection/Sampling Strategy Prior Comp.

Run Pool

Condensed lists [31] ✓ Remove unjudged documents. ✓ ✗ ✓

Naïve low. b. [25, 27] ✓ Unj. = Non-relevant. ✗ ✗ ✓

Naïve upper bound ✓ Unj. = Highest remaining judgm. ✗ ✓ ✓

Pool-based bootstr. ✗ P (rel = r | J) = |{d∈J : rel(d,q)=r}|
|J| ✗ ✓ ✓

Run-based bootstr. ✗ P (rel = r | R) = |{d∈R : rel(d,q)=r}|
|{d∈R : d is judged}| ✓ ✗ ✓

Pool+run-based bs. ✗ P (rel = r | J,R) = P (r | J) + P (r | R)
2

✓ ✓ ✓

the pool. However, the examples in Table 1 show that both the RBP-inspired
and the naïve bounds can be incorrect. The RBP-inspired lower bound (and thus
also the equivalent naïve lower bound) can be be too high (first row; the actual
grade of 2 for the unjudged document increases DCG∗@k more than DCG@k).
Similarly, also the upper RBP-inspired and naïve bounds can be incorrect (first
and second row). For a guaranteed correct lower bound, a hypothetical ideal
ranking needs to be assumed that consists of only documents with the highest
relevance grade, and all unjudged documents get a grade of 0. Computing a
guaranteed correct upper bound is more complicated but in the end usually uses
a different ideal ranking which makes the guaranteed bounds incomparable.

Discussion. Table 2 summarizes characteristics of methods that deal with un-
judged documents but that preserve the ideal ranking. The methods rely on dif-
ferent priors (none, pool-, run-, or pool+run-based)—some only implicitly, like
the upper bound method, which uses the pools highest remaining judgments.
Our bootstrapping idea incorporates priors from both run and pool, and indi-
cates the uncertainty introduced by unjudged documents through a probability
distribution. Condensed lists and naïve bounds only generate point scores.

4 Evaluation

We experimentally compare our bootstrapping approach to naïve bounds and
condensed lists on real and simulated scenarios with unjudged documents on
the Robust04, ClueWeb09, ClueWeb12, and TREC-COVID collections. In the
comparison, we assess the ability to predict actual nDCG scores, their effects
on system rankings, and the tightness of potential bounds. For score prediction
and the creation of subsequent system rankings, our approach uses the most
likely nDCG score from the bootstrapped distribution, for tighter bounds, our
approach uses fixed percentiles in the bootstrapped distribution. All experiments
use nDCG@10, since it is predominant in shared tasks and the highest cut-off
for which the four collections have complete judgments for the submitted runs.
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Table 3. The prevalence of each relevance label in the judgment pool and the unjudged
documents, respectively. For Robust04, ClueWeb09, and ClueWeb12, we show the sim-
ulated incompleteness averaged over groups; TREC-COVID is real incompleteness.

Corpus Judgement Pool Unjudged Documents

0 1 2 3 4 0 1 2 3 4

ClueWeb09 0.74 0.17 0.07 0.01 0.01 0.80 0.15 0.03 0.01 0.01
ClueWeb12 0.64 0.25 0.09 0.02 0.02 0.67 0.24 0.08 0.02 0.01
Robust04 0.80 0.18 0.02 0.00 0.00 0.96 0.04 0.00 0.00 0.00
TREC-COVID 0.63 0.16 0.21 0.00 0.00 0.75 0.02 0.23 0.00 0.00

4.1 Experimental Setup

We compare a run with unjudged documents in two setups against (1) runs with-
out unjudged documents (measuring the accuracy of lower and upper bounds),
and (2) other runs without unjudged documents (measuring correlations in sys-
tem rankings). Score ties in a run are solved via alphanumeric ordering by docu-
ment ID (following a recommendation by Lin and Yang [24]). To reduce the im-
pact of low-performing systems, only the 75% of runs with the highest nDCG@10
are included (following a similar setup by Bernstein and Zobel [3]). The ClueWeb
corpora have a high number of near-duplicates [20] that might invalidate subse-
quent evaluations [3, 21, 22]. We use pre-calculated lists [20] to deduplicate the
run and qrel files. We follow trec_eval and replace negative relevance judgments
with 0. All experiments use TrecTool’s nDCG@10 implementation with default
parameters, and we report statistical significance where applicable according to
the Students’ t-test with Bonferroni correction at p = 0.05.

Test Collections. Our evaluation is based on four collections: (1) Robust04 [37]
(528,155 documents, 249 topics, 311,410 relevance judgments, pool: 111 runs
by 14 groups), (2) ClueWeb09 (1 billion web pages, 200 topics, 58,414 judg-
ments from TREC Web tracks [8, 9, 10, 11], pools: 32–71 runs by 12–23 groups),
(3) ClueWeb12 (0.7 billion web pages, 100 topics, 23,233 judgments from TREC
Web tracks [14, 15], pools: 34 + 30 runs by 14 + 12 groups), (4) TREC-
COVID [41] (171,332 documents, 50 topics, 66,336 judgments).

Establishing Incompleteness. TREC-COVID allows a real case study on incom-
pleteness. In post-hoc experiments [36], three models retrieved 17% to 41% un-
judged documents in their top-10 that were post-judged [36]. For Robust04,
ClueWeb09, and ClueWeb12, we simulate incomplete pools with the “leave one
group out” method [38], adjusting the pool by removing documents solely con-
tributed by the group submitting a run (i.e., only their runs have the document
in the top-10 results), simulating that the group did not participate. This yields
one incomplete pool per group, where runs of other groups remain fully judged.

Table 3 provides an overview of the ratios of relevance degrees in the pools and
the unjudged documents. For simulated incompleteness, we report averages over
all groups. None of the collections are complete, as all have relevant documents
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Table 4. Overview of nDCG score prediction assessed by the actual RMSE, and the
lower and upper bound RMSE (ignoring under/overestimations) on Robust04 (R04),
ClueWeb09 (CW09), and ClueWeb12 (CW12). We report statistical significance ac-
cording to Student’s t-test with Bonferroni correction at p=0.05 to the naïve lower (†)
and upper bound (‡), respectively condensed lists (∗).

Approach RMSE on R04 RMSE on CW09 RMSE on CW12

Lower Actual Upper Lower Actual Upper Lower Actual Upper

Naïve (L) .004∗‡ .058∗‡ .058∗‡ .009∗‡ .076∗‡ .076∗‡ .007∗‡ .113∗‡ .113∗‡

Conden. .062†‡ .068†‡ .027†‡ .081†‡ .087†‡ .034†‡ .081†‡ .092†‡ .043†‡

Naïve (U.) .210†∗ .210†∗ .002†∗ .338†∗ .338†∗ .000†∗ .307†∗ .307†∗ .001†∗

Bootstr.P .078†∗‡ .083†∗‡ .027†‡ .086†‡ .097†∗‡ .046†∗‡ .093†∗‡ .105∗‡ .048†‡

Bootstr.R .007†∗‡ .058∗‡ .058∗‡ .021†∗‡ .077∗‡ .075∗‡ .059†∗‡ .108∗‡ .091†∗‡

Bootstr.P+R .037†∗‡ .056∗‡ .041†∗‡ .046†∗‡ .074∗‡ .058†∗‡ .058†∗‡ .083†‡ .060†∗‡

among the unjudged ones. However, for Robust04, the high number of submitted
runs and deep pooling ensured that the pools are “essentially complete”, even
for simulated incompleteness (4% of the unjudged documents are relevant). The
remaining collections have 20% to 33% relevant documents among the unjudged
ones, providing a good range of (in)completeness for our experiments.

4.2 Evaluation Results

For nDCG prediction experiments, accuracy is reported as root-mean-square
error (RMSE), contrasted by two RMSE variants that assess lower and upper
bounds. Furthermore, we measure the correlation of system rankings obtained by
predicted nDCG scores to the ground truth rankings as Kendall’s τ and Spear-
man’s ρ. For experiments on tightening naïve bounds, we measure precision and
recall in reconstructing per-topic system rankings. Evaluation is first conducted
on simulated incompleteness and concludes with the TREC-COVID case study.

nDCG Score Predicion. Table 4 reports the nDCG@10 prediction accuracy of
all tested approaches. We report the actual RMSE, a lower-bound RMSE (ignor-
ing underestimations), and an upper-bound RMSE (ignoring overestimations).
Cases with incorrect naïve bounds occur in practice but are rare. The naïve lower
bound is slightly more inaccurate than the naïve upper bound (maximum viola-
tions of 0.009 on ClueWeb09 for the lower bound vs. 0.002 for the upper bound
on Robust04). Similar to the incompleteness degrees of the collections (Table 3),
the actual RMSE is rather small on Robust04, larger on ClueWeb09, and the
highest on ClueWeb12. Consequently, the naïve lower bound that assumes un-
judged documents are non-relevant has high accuracy on both collections, but
is outperformed by condensed lists on ClueWeb12 (RMSE 0.113 vs. 0.92).

Our three bootstrapping variants with a prior from the pool (Bootstr.P ), the
run (Bootstr.R), or both (Bootstr.P+R) show that priors from the run yield more
accurate results than from the pool, and combining both yields the highest accu-
racy in all cases, significantly improving upon the naïve lower and upper bound,
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Table 5. Overview of the correlation between system rankings obtained via predicted
nDCG@10 scores on incompletely judged runs to those runs with complete judgments.
We report Kendall’s τ and Spearman’s ρ on Robust04, ClueWeb09, ClueWeb12, and
the mean over those three corpora.

Approach Robust04 ClueWeb09 ClueWeb12 Mean

τ ρ τ ρ τ ρ τ ρ

Naïve (L) .936 .997 .821 .959 .646 .837 .801 .931
Conden. .924 .978 .610 .744 .786 .889 .773 .870
Naïve (U.) .189 -.268 -.411 -.656 -.097 -.250 -.106 -.391

Bootstr.P .911 .975 .644 .824 .781 .909 .779 .903
Bootstr.R .943 .997 .721 .878 .764 .908 .810 .927
Bootstr.P+R .966 .996 .716 .885 .814 .924 .832 .935

and condensed lists. This result is reasonable, as the combination of run priors
and pool priors allows the bootstrapping approach to account for relationships
between the topic and the run. The results show that bootstrapped nDCG scores
from run and pool priors are highly applicable in practice as they yield the most
accurate nDCG predictions in all our experiments. Additionally, by comparing
the lower- and upper-bound RMSE of condensed lists with those of pool/run-
based bootstrapping, we observe that condensed lists are inclined to overestimate
on all corpora. In contrast, bootstrapped predictions are more balanced with a
tendency for underestimations, which is preferable in practice [35].

System Ranking Reconstruction Against Incompletely Judged Runs. We contrast
our experiments on the accuracy of predicted nDCG@10 scores by measuring
the correlation of system rankings obtained via predicted scores on incompletely
judged runs to the ground truth system ranking obtained via fully judged runs.
Therefore, we predict the nDCG@10 sores of each run using the incomplete
judgments for the run obtained via the “leave one group out” method [38]. Ta-
ble 5 reports the correlation of the system rankings obtained on the incomplete
judgments with the ground-truth system ranking measured as Kendall’s τ and
Spearman’s ρ. Again, we observe that the judgment pool for Robust04 is, even
with simulated incompleteness, highly reusable as all approaches (besides the
naïve upper bound) achieve high correlations (pool/run- based bootstrapping
having the highest Kendall’s τ of 0.966). Our pool/run-based bootstrapping sub-
stantially outperforms condensed lists in all cases, and also achieves the highest
correlation on average over all three corpora (Kendall’s τ of 0.832).

System Ranking Reconstruction Against Fully Judged Runs. To assess pool/run-
based bootstrapping for tightening naïve bounds, we compare different methods
for score prediction w.r.t. their ability to reconstruct the topic-level ground-truth
ranking of systems. Given a run with unjudged documents, we first calculate
point estimates: the naïve lower bound, condensed list, and the most likely score
according to pool/run-based bootstrapping. Then, score ranges are established,
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Table 6. Precision, recall, and F1 in reconstructing topic-level system rankings with
unjudged documents. We report significance (Student’s t-test with Bonferroni correc-
tion at p=0.05) to the point estimate of list condensation (∗) and score ranges starting
at the lower bound, ending at the naïve upper bound (†), resp. list condensation (‡).

Approach Reconstr. on R04 Reconstr. on CW09 Reconstr. on CW12

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

P
oi

nt Naïve (L.) .954†∗ .954†∗‡ .954†∗ .921†∗‡ .921†∗‡ .921†∗‡ .866†‡ .866†‡ .866†

Conden. .931†‡ .931†‡ .931† .886†‡ .886†‡ .886† .891†‡ .891†‡ .891†

BSR/P .946†∗‡ .946†∗‡ .946†∗ .916†∗‡ .916†∗‡ .916†∗‡ .903†‡ .903†‡ .903†‡

R
an

ge

Naïve (U.) .987∗ .775∗‡ .865∗‡ .995∗‡ .606∗‡ .741∗‡ .998∗‡ .547∗‡ .693∗‡

Cond. .973∗ .906†∗ .936† .969†∗ .833†∗ .892† .957†∗ .791†∗ .862†

BSP+R@75 .977∗ .868†∗‡ .917† .972†∗ .822†∗ .888† .971†∗ .758†∗ .847†∗

BSP+R@90 .985∗ .831†∗‡ .898†∗‡ .985†∗‡ .766†∗‡ .857†∗‡ .986†∗‡ .707†∗‡ .817†∗‡

BSP+R@95 .986∗ .815†∗‡ .890†∗‡ .988∗‡ .739†∗‡ .840†∗‡ .990∗‡ .673†∗‡ .793†∗‡

starting at the naïve lower bound and ending at different high points: the naïve
upper bound, the score of condensed lists, and the upper 75%, 90%, or 95% per-
centiles of the bootstrapped distributions. Score ranges and point estimates for
each run are compared against the scores of all other runs that contributed to the
respective pool, emitting corresponding system preferences if the range/estimate
is strictly below or above the exact score of another system.

Table 6 reports the reconstruction effectiveness as precision, recall, and F1
score. In recall-oriented settings, where score ranges are unsuitable, the naïve
lower bound (recall of 0.954 on Robust04), or the bootstrapped prediction (recall
of 0.903 on the ClueWeb12) should be used. In precision-oriented scenarios,
naïve bounds achieve the highest precision at a high cost in recall (only 0.547
on the ClueWeb12). The pool/run-based bootstrapping at the 95% percentile
provides significantly tighter naïve bounds (recall is always significantly better)
at a negligible loss in precision (not significant in all cases). Hence, nDCG bounds
can be substantially tightened without loss in accuracy using bootstrapping.

Real Incompleteness on TREC-COVID. As a final case study, we apply naïve
bounds, condensed lists, and our pool/run-based bootstrapping to estimate the
nDCG@10 of three dense retrieval models on the original TREC-COVID collec-
tion, for which the unjudged documents were post-judged [36]. The three dense
retrieval systems operated in a zero-shot setting. Thus we compare them against
the best run submitted to the first round of TREC-COVID, as those systems
also had no access to training data.

Table 7 shows the results on the original (incomplete) TREC-COVID qrels
and the post-hoc (complete) qrels for three selections of topics: (1) moderate
levels of incompleteness (between 25% to 50% unjudged documents), (2) high
incompleteness (more than 50% unjudged documents), and (3) all topics (only
nDCG@10 scores in the setup with all topics are comparable between different
systems). The original run files were not stored in the BEIR experiments [36], so
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Table 7. The nDCG@10 on the original qrels (unjudged documents) from TREC-
COVID and the expanded qrels (all documents judged) for topics with 25% to 50%
unjudged documents (.25 to .5), topics with more than 50% unjudged documents
(.5 to 1), and all topics. We report the proportion of unjudged documents (U@10),
and predictions of the lower bound (Default), condensed lists (Cond.), pool/run-based
bootstrapping (BSP+R), and naïve and tightened upper bounds (BSP+R@95).

Model Original Qrels Ex. Qrels

nDCG@10 Upper Bound nDCG@10

U@10 Default Cond. BSP+R Naïve BSP+R@95

.2
5

to
.5 ANCE 35.6% 0.489 -0.161 0.683 +0.033 0.660 +0.010 0.838 +0.188 0.795 +0.145 0.650

ColBERT 33.3% 0.485 -0.141 0.641 +0.015 0.614 -0.012 0.770 +0.144 0.741 +0.115 0.626
TAS-B 32.5%0.597 ±0.0000.875 +0.278 0.847 +0.250 0.902 +0.305 0.894 +0.297 0.597

.5
to

1 ANCE 65.6% 0.207 -0.150 0.547 +0.190 0.385 +0.028 0.769 +0.412 0.542 +0.185 0.357
ColBERT 62.9% 0.337 -0.110 0.679 +0.232 0.517 +0.070 0.881 +0.434 0.645 +0.198 0.447
TAS-B 73.8% 0.211 -0.119 0.584 +0.254 0.459 +0.129 0.918 +0.588 0.623 +0.293 0.330

A
ll

T
op

ic
s ANCE 22.4% 0.652 -0.083 0.772 +0.037 0.747 +0.012 0.853 +0.118 0.804 +0.069 0.735

ColBERT 17.2% 0.680 -0.054 0.770 +0.036 0.741 +0.007 0.826 +0.092 0.789 +0.055 0.734
TAS-B 41.0% 0.481 -0.074 0.705 +0.150 0.633 +0.078 0.871 +0.316 0.729 +0.174 0.555

1st@TREC 0.0% 0.679 ±0.0000.679 ±0.0000.679 ±0.0000.679 ±0.0000.679 ±0.000 0.679

we reproduced them (only minor differences for ANCE, TAS-B, and ColBERT,
but for DPR, we scores were substantially different and still had unjudged doc-
uments, so we exclude DPR). The default behaviour of assuming that unjudged
documents are non-relevant (i.e., the naïve lower bound) underestimates the
effectiveness for all dense retrieval models. At the same time, condensed lists
substantially overestimate the effectiveness (e.g., for TAS-B by 0.150). Our pro-
posed pool/run-based bootstrapping produces the best estimates in all cases.
Tightening upper bounds with bootstrapping is very valuable, as the 95% per-
centile of bootstrapped nDCG scores is much tighter as the naïve upper bound.

5 Conclusion

Our new bootstrapping method to account for unjudged documents in post-
hoc nDCG evaluations is efficient in practice and more effective than previous
methods that derive a point estimate or bounds for a system’s true nDCG. Pack-
aged as a TrecTools-compatible software that is publicly available, bootstrapped
estimation is directly applicable to retrieval studies.

As interesting directions for future work, we want to expand our bootstrap-
ping approach to more evaluation measures (e.g., Q-Measure, MAP, or RBP) and
combine it with approaches that predict the relevance of unjudged documents
based on their content. This combination could lead to more informed bootstrap
priors and might also tighten the resulting bootstrapped score distributions.
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