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Abstract A major obstacle to the long-term impact of most shared
tasks is their lack of reproducibility. Often only the test collections and
the papers of the organizers and participants are published. Third par-
ties who want to independently evaluate the state of the art for a task
on other data must re-implement the participants’ software. The tools
developed to collect software from participants in shared tasks only par-
tially verify its reliability at the time of submission, much less long-term,
and do not enable third parties to reuse it later. We have overhauled
the TIRA Integrated Research Architecture to address all of these is-
sues. The new version simplifies task setup for organizers and software
submission for participants, scales from a local computer to the cloud,
supports on-demand resource allocation up to parallel CPU and GPU
processing, and enables export for local reproduction with just a few
lines of code. This is achieved by implementing the TIRA protocol with
an industry-standard continuous integration and deployment (CI/CD)
pipeline using Git, Docker, and Kubernetes.

1 Introduction

A shared task is a collaborative laboratory experiment to evaluate state-of-the-
art computational solutions to a problem, the task. A reproducible shared task
gathers the resources needed by third parties to reproduce the evaluation results.
Reproducibility is only guaranteed if the datasets of the shared tasks and the
software of the individual participants are available. However, most participants
in shared tasks do not publish their software, and most organizers do not have the
time or resources to collect it. Therefore, the results of shared tasks are usually
difficult for third parties to reproduce after a shared task has been completed.
In information retrieval, many initiatives have been launched to promote the
reproducibility of experiments and software. These include, among others, the
reproducibility and resource tracks at the IR conferences, the OSIRRC work-
shop [2], as well as the CENTRE lab held in close succession at CLEF [4],
TREC [13], and NTCIR [12]. Moreover, the ACM SIGIR Artifact Badging
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Figure 1. UML activity diagram of the control flow (rounded boxes) and the data flow
(rectangular boxes). All run artifacts (highlighted middle “row”) are persisted through
the provisioning steps in the shared task repository. The user software and evaluator
are “untrusted” software and therefore run in a sandbox without network access.

Board [3] awards badges of honor to especially reproducible papers. With respect
to reproducible experiments and shared tasks, a requirements catalog has been
developed at the Evaluation-as-a-Service (EaaS) workshop [7], drawing inspira-
tion from existing tools [5, 6, 14, 15], as a guide to future ones [1, 8, 10, 11, 16].

In this paper, we present a new approach to make shared tasks reproducible
based on continuous integration and deployment (CI/CD), a widely used indus-
try standard in software engineering. In the context of research software engi-
neering for shared tasks, CI refers to the reproducible evaluation of each software
version (cf. Section 2), while CD refers to the automatic archiving of each eval-
uated software version in a centralized shared task repository (cf. Section 3).
Our new approach is based on modern, widely used industry-standard tools, in-
cluding GitHub and/or GitLab, Docker, and the cluster computing framework
Kubernetes. This minimizes the effort for organizers and participants alike and
allows for instant reproduction, all with just a few lines of code.

2 Snapshotting Software on Every Run

Reproducibility is always a trade-off between cost and benefit: Perfect repro-
ducibility may, in extreme cases, require persistence of the hardware on which
a piece of software was executed. However, implementing a practical form of
reproducibility is already quite a challenge. Originally, TIRA persisted software
through virtual machine snapshots [5], which was prone to scaling errors due
to the VirtualBox implementation, sometimes requiring costly manual interven-
tion. Recent progress in DevOps and continuous integration and deployment,
well integrated with Git, provide all the components for automating reproducible
shared tasks with mature and cloud-native tools. Consequently, our new backend
for TIRA is cloud-native and based on a privately hosted GitLab, its container
registry (12.4PB HDD storage), and a Kubernetes cluster (1,620 CPU cores,
25.4TB RAM, 24 GeForce GTX 1080 GPUs).

Figure 1 provides an overview of TIRA’s new workflow for shared tasks.
The workflow is based on a Git repository for shared tasks and uses the tools
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built into Git platforms: (1) a user code repository with a dedicated container
registry where participants upload Docker images, (2) continuous integration
runners that execute the five phases of the pipeline, (3) Kubernetes to orchestrate
(provision, scale, and distribute) the runners in the cluster, and (4) a storage
platform that provides access to the datasets.

First, users upload their software (in a Docker image) to the container reg-
istry in their private code repository, which is maintained on the Git platform.
Access is granted at the time of login to TIRA via an automatically generated
authentication token. Then, users can add their software to TIRA by specifying
the command to execute the software in the Docker image. Any software added
in this way is immutable: the command and Docker image cannot be changed
afterwards (participants can upload as many pieces of software as they like). The
container registry has a lower memory footprint compared to virtual machines.
It is also private during the task (only the user and TIRA have access) to avoid
premature publication [9].

The workflow for executing and evaluating software is specified via the declar-
ative continuous integration API in the shared task’s Git repository, which also
contains a registry for the evaluator images. The workflow is triggered by a spe-
cial commit in the shared task repository (specifying the software to be executed;
done via the TIRA website or the command line) and consists of five steps:

1. Provisioning I: Prepares the execution environment by branching and cloning
the shared task repository and copying the test data to the execution envi-
ronment; all operations are trusted.

2. Ezecution: In the prepared execution environment with the test data, this
step moves the user software into a sandbox and then executes it to generate
its output as a so-called run file. Sandboxing cuts off the internet connection
(using egress and ingress rules in Kubernetes) to ensure that (untrusted)
user software does not leak test data. This enforces blind evaluation and
ensures that the software is mature enough to run unattended in its Docker
image (i.e., the software cannot download any data while it is running).

3. Provisioning II. Persists the run files and logs, and copies the test ground
truth to the execution environment for evaluation; all operations are trusted.

4. FEvaluation: In the prepared execution environment with the run files and the
test truth, the evaluator is executed in a sandbox to generate the evaluation
results. The evaluator is not trusted since it is an external software.

5. Provisioning III: Persists the evaluation results and logs and merges the
executed software’s branch into the main branch (all operations are trusted).

This workflow ensures that only the data of successfully executed and evaluated
software is in the main branch of the Git repository of the shared task. Branches
indicate queued or running software. Since the software itself is immutable, every
software is snapshotted on every run.
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import tira
df = tira.load_data(‘<dataset-name>’)
# df can be manipulated for ablation/replicability/reproducibility studies
predictions, evaluation = tira.run(
‘<task-name>/<user -name>/<software -name>’,
data=df, evaluate=‘<evaluator -name>’

Listing 1: The software <software-name> by user <user-name> submitted in the
<task-name> shared task is executed and evaluated on a pandas DataFrame df of
dataset <dataset-name>. Demo available at tira.io/t/post-hoc-experimentation.

3 Repeat, Replicate, and Reproduce in One Line of Code

Through continuous deployment (CD), our new version of TIRA provides orga-
nizers with a self-contained Git repository that contains all shared tasks artifacts
and is ready to be published. It contains all datasets, runs, evaluation results,
logs, metadata and software snapshots. This “shared task repository” also con-
tains utility scripts that allow all software submitted to the shared task to be run
on the existing datasets, but also on other datasets as long as their formatting
is the same. Listing 1 illustrates this by loading a (new or additional) dataset
into a Pandas DataFrame, which then serves as input to software submitted to
the shared task while the run output is evaluated directly. The utility script
tira that enables this replication is in the repository; Docker and Python 3 are the
only external dependencies. When archiving the shared task, all pieces of software are
published to Docker Hub so that they can be loaded ad-hoc during replications (TIRA
also maintains a local archive).

The final shared task repository can be easily published and serves as a natural
entry point for a variety of follow-up studies. All researchers can fork such a repository
and make contributions that can increase the impact of a shared task through additional
material (e.g., additional datasets, evaluations, ablations, software, etc.). None of this
was previously possible with the old version of TIRA or any other related tool to
support reproducible experiments.

4 Conclusion

Our new version of TIRA enables reproducible shared tasks with software submis-
sions in a cloud-native environment and is currently being used in two shared tasks
at SemEval 2023. Cloud-native orchestration reduces the burden of organizing shared
tasks with software submissions. Therefore, we plan to spread TIRA further, to collect
more shared tasks on the platform for which post-hoc experiments are then possible,
and to further encourage the submission of software in shared tasks.

In the future, we will port our pipeline to support more and also proprietary vendors
(GitHub, AWS/Azure), which will make TIRA more accessible. In addition, we aim for
one-click deployments that use private repositories in GitHub or (self-hosted instances
of) GitLab as the backend for shared tasks.
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