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Abstract. Due to their low efficiency, neural retrieval models are usu-
ally evaluated on small corpora (e.g. MS MARCO or BEIR subsets) or
in re-ranking scenarios using a more efficient first-stage retriever. To es-
timate their effectiveness on larger corpora independently of a first-stage
retriever, we propose a new corpus subsampling strategy based on the
top-k results of the pooled systems that contributed to the relevance
judgments of a corpus. Our experiments on nine TREC tasks covering
different corpus sizes show that using the top-1,000 or even only the top-
100 pools provides a reliable effectiveness estimate for neural models.
This reduces the required experimental resources for large corpora by a
factor of up to 1,000 and enables a “green” IR evaluation.
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1 Introduction

Over time, the document collections used in information retrieval research have
become larger to make laboratory experiments more realistic. For example, the
ClueWeb09 and the ClueWeb127 each comprise around one billion documents,
while the ClueWeb22 [44] comprises ten billion documents. To evaluate a given
set of systems on large collections, a considerable number of judgments is re-
quired (e.g., 20 per topic for MTC [1]), whereas the validity of an evaluation
is typically low with only a few judgments. Few (binary) judgments per topic
impair the discriminatory power of evaluation measures like nDCG [30], which
discriminate systems better the more (graded) judgments are available [41]. The
ClueWeb09/12 were frequently used in TREC-like evaluations, so a large num-
ber of graded relevance judgments are available for many topics. Evaluations on
collections with many judgments are more likely valid when they build on pools
of different systems [66], but also failed validity tests have been reported [67].
7 https://lemurproject.org/clueweb09/ and https://lemurproject.org/clueweb12/
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Table 1: Our recommended subsamples for reliable evaluation at substantially
reduced computational effort by reducing documents not on topic (̸∈J).
Corpus Tracks Judgm. Complete Subsampled

Docs. ̸∈J Size Docs. ̸∈J Size

ClueWeb09 Web 09–12 [13–16] 84 366 1.0 b 99% 4.0TB 0.3m 73% 0.9GB
ClueWeb12 Web 13/14 [17, 18] 28 906 0.7 b 99% 4.5TB 0.1m 72% 0.5GB

Disks 4/5 Robust04 [64] 311 410 0.5m 41 % 0.6GB 0.4 m 31% 0.5GB
MS MARCO DL 19/20 [21, 22] 20 646 8.8m 99 % 2.9GB 0.3 m 97% 42.1MB

Still, evaluating neural retrievers (e.g., LLMs [36]) on large collections is not
really practical: indexing 50% of the ClueWeb09 with an efficient neural retrieval
model already takes 71 days on an Nvidia V100 GPU [33]. More feasible are
smaller collections like the ones from the BEIR meta-dataset [60] (19 collections
with median size of 530,000 documents) but they have only a limited number of
relevant documents (median of 3 per topic). At the same time, when evaluating
a new retriever in post-hoc experiments (i.e., after a collection has been judged),
many of the retrieved results may be unjudged and the common practice of
then assuming them to be non-relevant or measuring effectiveness on condensed
lists [49] often considerably under- or overestimates effectiveness [25, 50]. As a
way out, subsampling (subsets of) the judged documents and combining them
with random documents has been proposed [34, 57, 58]. But for large collections,
random documents are “easy negatives” and unlikely to be retrieved. This, too,
leads to an overestimation of effectiveness as in the case of using condensed lists.

In this paper, we compare different subsampling approaches to systematically
study which strategies allow for reliable post-hoc experiments at a reasonable
compute budget. But in contrast to previous sampling approaches [34, 57, 58],
we use the runs that contributed to the judgment pool. The runs’ top results
below a collection’s pooling depth include a diversity of hard negative unjudged
documents, minimizing the overestimation of effectiveness. We evaluate eight
sampling strategies (Section 3) using leave-one-group-out retrieval (Section 4)
on diverse collections (between 500,000 and 1 billion documents) and find that
evaluation becomes reliable when subsamples are pooled to a depth of 100 up
to 1,000. Table 1 provides an overview of our recommended subsamples that
we found in our experiments for the nine TREC tasks on four corpora, yield-
ing dataset sizes of only a few hundred Megabytes. As these subsamples are
way easier to index and to process at retrieval time than whole collections, the
subsampling-based evaluation fulfills one of the goals of Green IR [53]: minimiz-
ing the resources of IR evaluation.8

8 Our code and data are available at: https://github.com/webis-de/ECIR-25

https://github.com/webis-de/ECIR-25
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2 Related Work

Reliability of IR Experiments. IR experiments are reliable if observations (e.g.,
System A>System B) transfer to similar scenarios with a high probability [66].
Two main aspects impact reliability [66]: subjectiveness and incompleteness of
relevance judgments. TREC-style test collections are constructed as a com-
munity effort. Teams submit runs that are subsequently pooled and query–
document pairs from the judgment pool are independently labeled by assessors
that are unaware of the originating retrieval system [23, 51]. Relevance judgments
are subjective and, therefore, might vary among different assessors [40]. Low
inter-assessor agreement can indicate low reliability [51]. To obtain high agree-
ment among assessors, topics usually have a narrative describing what separates
relevance from non-relevance and assessors undergo extensive training [28].

Once relevance judgments have been collected, TREC-style test collections
are re-used with the assumption that the judgment pool is “essentially com-
plete” [66], i.e., unjudged documents retrieved by a new system are considered
not relevant. In cases where this assumption is true (e.g., recent findings on
TREC-8 [68]), the system rankings do not change substantially depending on
whether the systems contributed to the judgments or not [66]. However, espe-
cially if corpora are large or diverse or manual submissions cannot be pooled
(e.g., during the time–constrained construction of TREC-COVID [48, 60]), this
assumption might not hold. These limitations motivate dedicated evaluation
procedures using either specialized measures [6, 42, 65, 74, 75] or predicted rel-
evance labels [2, 3, 7, 8, 37]. Importantly, corpus subsampling strategies might
limit which of those procedures can be applied, e.g., for subsamples that resemble
re-ranking only (parts of) the judgment pool [57, 58, 34], none of these special-
ized methods can be applied as no retrievable unjudged documents remain in
the corpus.

Overall, the high effort to construct TREC-style test collections and make
them reliable, usually involving work by multiple expert assessors for several
weeks [54], motivates us to study how the underlying corpora can be subsampled
to allow reliable evaluation of expensive modern neural retrieval models, while
still ensuring that the subsampled corpora allow evaluation setups that account
for the uncertainties of post-hoc experimentation due to unjudged documents.

Corpus Subsampling for Validation. Validation queries are used to stop neural
model training when the model converges before over–fitting [77]. As the vali-
dation step compares model checkpoints, we include the subsampling strategies
employed there in our experiments. During the test phase, dense retrieval models
create document embeddings for the corpus for efficient retrieval [76]. Encoding
the corpus would be an unrealistic expense for validation [77], especially as of-
ten only one relevant document is available per query [76]. Different types of
subsampling make validation more efficient [77], either by re-instantiating the
training objective on the validation data [31, 72] or by re-ranking candidate doc-
uments [47, 29]. While the training objective permits efficient validation [72, 31],
it can not be applied during test, as this would require knowledge of document



4 M. Fröbe et al.

relevance. Re-ranking documents retrieved by a first-stage retriever [47], like
BM25, makes the validation more realistic, as the documents in the comparison
are harder to distinguish from the relevant document. Still, this re-ranking can
hide problems in neural retrieval models (like missing length normalization [59]),
but as this strategy can be realistically used during test, we include it in our
experiments. In sum, training and validation often differ greatly from the test
phase. Consequently, subsampling strategies that work well during validation
may not be reliable when used to evaluate using TREC-style test collections.

Corpus Subsampling for Evaluation. The general rule of thumb that “software
is getting slower more rapidly than hardware becomes faster” [70] can also be
observed for research-oriented IR systems. Approaches that either store the cor-
pus within the weights of transformers [58], embed document corpora with large
language models [36], or expand documents with transformers [46], can rarely
be evaluated on large corpora. Enriching MS MARCO v2 with DocT5Query
expansions took 2 500 hours and cost 6 000 USD [35], highlighting the impor-
tance of sharing such resources, but also showing that it is not feasible to apply
it to substantially larger corpora like the ClueWebs. Consequently, there have
been experiments on subsampled corpora [57, 58, 34] to evaluate computation-
ally expensive neural models using relevance judgments from large TREC-style
collections. LOFT’s subsampling strategy [34] includes all documents that are
judged as relevant for a given query and subsequently adds random documents.
The subsampling strategy by Tay et al. [58], recently re-used by Lee et al. [34],
includes the complete judgment pool and subsequently adds random documents.
While both sampling strategies allow to evaluate computationally expensive re-
trieval approaches, it remains unclear whether the resulting subsamples provide
reliable evaluation. Given that both scenarios greatly increase the proportion
of relevant documents, they might overestimate retrieval effectiveness or favor
some techniques over others, similar to observations on condensed lists [25, 50].
Therefore, we include this family of sampling strategies into our experiments;
they also form the basis of our own sampling approach. Rather than sampling
random documents, we sample from runs that contributed to the judgment pool.

Green and Efficiency-Oriented IR. Both efficiency and utilization play equal yet
separate roles during development and operation of IR systems. Concerns of ex-
cessive utilization by large language models were first raised by Strubell et al. [55]
by measuring energy and CO2e usage. From there, Scells et al. [53] and Zuccon
et al. [78] investigated energy, water, and CO2e usage in IR systems. Despite sev-
eral studies having investigated energy usage of search systems in CPU-bound
environments [5, 9–12], few studies have focused on search systems in GPU-
based environments. The popularity of leaderboard-driven effectiveness-focused
benchmarks may be one reason for this [52]. Despite several studies noting the
importance of utilization [24, 27, 32, 45, 56], there is still no generally accepted
measurement [26]. However, we are the first to focus on tackling the problem
of utilization from a data perspective. Despite the rich history of efficiency IR
research [71, 61, 20], we found no studies investigating the evaluation efficiency.
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3 Post-Hoc Subsampling From Pooled Retrieval Runs

In TREC-style evaluation campaigns, organizers publish a document corpus D
and a set of topics T . Research groups then submit retrieval runs R that retrieve
documents d ∈ D for each topic t ∈ T . A subset of query—document pairs
J ⊂ T ×D form the judgment pool (typically, the top-10 results of each system)
that is assessed by experts to form relevance labels rel(t, d) with (t, d) ∈ J .

In this section, we describe prior subsampling strategies and introduce pool-
ing as a new strategy to create reliable subcorpora. As most corpora are already a
sample (e.g., a web crawl), we refer to this “second” round of deriving a subcorpus
as subsampling that can be applied either before or after relevance assessment.

3.1 Subsampling Before the Relevance Assessments

Cascading re-ranking pipelines can subsample large corpora without needing
the relevance assessments of topics. A cascading re-ranking pipeline starts with
an initial efficient retrieval model to reduce the corpus to a few hundred or
thousands of documents. Progressively more expensive retrieval models, e.g.,
neural retrieval models, are applied to re-rank the documents [38]. Formally, a
retrieval model retrieves the top results for each topic t ∈ T from the document
corpus D. The subsampled corpus D′ is the union of all retrieval results.

In practice, BM25 is predominantly used as the first stage retrieval system
in such scenarios (e.g., the TREC Deep Learning tracks provided an official
BM25 subsample [22, 21]). Subsampling with BM25 has the advantage that it is
implemented in a wide range of research retrieval systems [39, 73], can be used
efficiently, and has a natural order to adjust the size of the subsample. However,
as the judgments and submitted runs are not used, the resulting subcorpus
might miss difficult relevant documents. All documents in the subcorpus must
have a lexical overlap with the query. The subcorpus thereby imposes a view that
semantic overlap without lexical overlap is not existent (especially manual runs
in TREC-campaigns aim to identify those documents) favoring a certain type of
systems. Both factors might negatively impact reliability of BM25 subcorpora.

3.2 Subsampling After the Relevance Assessments

The judgment pool J and the submitted runs R provide valuable resources for
reliable subsampling. We first describe existing subsampling strategies that only
incorporate the judgment pool J and then describe our pooling approach that
additionally uses the submitted runs R to include more realistic hard negatives.

LOFT Subsampling. The LOFT subsampling approach [34] was used to create
small subcorpora that can fit into the input of long context large language models
with a context size of up to one million tokens. LOFT subsampling takes all
documents that are relevant for some topic and adds random documents from
the corpus until a desired size is reached. Formally, if k is the desired size of the
subcorpus, Drel = {d | (t, d) ∈ J ∧ rel(t, d) > 0} are all relevant documents,
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Fig. 1: Corpus subsampling via run pooling.
k is the depth of the judgement pool J on
pooled runs R. The subcorpus D′ has depth k′.

Algorithm 1 LOFT Sampling

Input: T set of topics
J relevance judgments
k target corpus size

Output: set of documents C

1: C ← ∅, i← 0
2: m← min({∀j ∈ DT

rel : |j|})
3: repeat i← i + 1
4: if i < m then
5: for all topics t ∈ T do
6: C ← di ∈ DT

rel

7: else
8: C ← d ∈ {D \Drel}
9: until C = k

and Drand ⊂ D \Drel are random documents with |Drand| = k − |Drel|, LOFT
sampling yields D′ = Drel ∪ Drand as a subcorpus. Given that the document
length can differ among corpora, the LOFT benchmark has an average k of 885
documents for a subcorpus (minimum: 328; maximum: 3306) to fit documents of
different sizes into the fixed size context. We instantiate LOFT sampling twice,
with k = 1000 and k = 10 000. As some of our test collections have more
than 1 000 relevant documents, we include the relevant documents round-robin
per query, ensuring that each query has at most a difference of one relevant
document. Algorithm 1 details how we use LOFT for corpus subsampling.

A potential problem of LOFT subsampling is that it may be too easy to
distinguish the relevant documents from random documents. The subsampling
strategy by Tay et al. [58] reduces this effect by taking the complete judgment
pool DJ = {d | (t, d) ∈ J} as corpus that is then expanded with random docu-
ments until the target size. However, as the judgment pools are usually rather
small, random documents make the majority of the subcorpus, thereby the tasks
still remains substantially more easy than more realistic subsampling strategies.

Corpus Subsampling via Pooling. In our corpus sampling strategy, we perform
a second pooling round after the initial pooling for relevance judgments but
at a higher depth. This allows us to incorporate a diverse set of hard-negative
documents. Previous subsampling approaches have not used the submitted re-
trieval runs R. We argue that they form an excellent source to construct reliable
subcorpora as the submitted runs were produced as a community effort from
independent retrieval pipelines and should, therefore, cover diverse notions of
non-relevant documents, making the subcorpus more realistic and also more
accurately biased towards the topics than random sampling. As we pool to a
higher depth than the judgment pool, all judged documents are included, and
the subcorpus size can be varied naturally via the depth of the second pooling.

Figure 1 shows corpus subsampling via pooling. The input is a set of topics
T and the set of pooled runs R. We assume the judgment pool J is an top-k
pool (e.g., k=10) of r ∈ R with the subcorpus pooling size k

′
being substantially

larger than k. Let rk′ ⊂ D denote the set of documents within the top-k
′
results

of r ∈ R. Then, pooling subsampling yields D′ =
⋃

r∈R
rk′ as subsample.
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Table 2: Overview of the subsamples (documents and bytes) for all datasets.
Sampling ClueWeb09 ClueWeb12 MS MARCO Robust04

Docs. Size Docs. Size Docs. Size Docs. Size

BM25 48091 134.3MB 48875 241.2MB 46392 5.9MB 165165 209.2MB

LOFT1k 1000 3.9MB 1000 5.9 MB 1000 0.1MB 1000 3.3MB
LOFT10k 10000 28.9MB 10000 45.8MB 10000 1.4 MB 10000 22.2MB

PoolJ 9303 26.5MB 6971 33.1MB 15864 2.2MB 27239 59.4MB
Pool25 21469 60.2MB 15416 71.0MB 38244 5.3 MB 57579 110.2MB
Pool50 40520 111.9 MB 28032 126.5MB 74388 10.2MB 98653 170.9MB
Pool100 77013 211.2 MB 52477 232.0MB 143083 19.6MB 160825 253.8MB
Pool1000 629140 1.7GB 435859 1.9GB 983765 135.9MB 449371 529.5MB

4 Evaluation

We compare all subsampling strategies in theoretical and empirical experiments
on four corpora with 9 TREC tracks using nDCG@10 as evaluation measure.
For theoretical validation, we use simulated experiments on all runs submitted
to the 9 tracks. For empirical validation, we run 20 diverse retrieval systems on
all subsampled corpora while contrasting energy usage with reliability.

Subsampling Strategies in our Experiments. We experiment with 9 subsampling
strategies: (1) the top-1000 BM25 results, (2) two LOFT subsamples at k=1 000
and k=10 000, and five pooling variants (k ∈ {10 = |J |, 25, 50, 100, 1000}). Where
applicable, we use the full-corpus (i.e., not removing any documents) as baseline.

Corpora and Tracks. We use ClueWeb09, ClueWeb12, MS MARCO passage v1,
and Disks 4/5 (between 0.5 m and 1 b documents; cf. Table 1). We use all
runs submitted to the 2009–2014 Web tracks (30 to 71 runs), the Robust04
track (110 runs), and the MS MARCO v1 Deep Learning tracks (37 to 59 runs).
Following previous setups that use TREC runs [4], we sort all runs by their
nDCG@10 score and remove the least effective 25 % to mitigate the effect of po-
tentially erroneous runs. MS MARCO comes with passage-level relevance judg-
ments. Still, document level relevance judgments are frequently used for neural
evaluations (e.g., BEIR has pre-neural datasets with document-level relevance
judgments like Robust04 and Touché, truncating documents by default [60]).

Subsampled Corpora. Table 2 overviews the subcorpora sizes (averaged across
the tracks). Even the largest subcorpus of pooling to 1 000 reduces the corpus
size by more than 1 500 for large corpora like the ClueWeb09, and still by 8.9 for
smaller corpora like MS MARCO (61 times for a top-100 pool), making it fea-
sible to share and re-use subcorpora. Furthermore, Table 2 already hints how
reliable subsampling strategies might be: the size of the judgment pool (PoolJ)
shows how many documents are retrieved at top positions, allowing to calculate
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the probability that a random document makes it into the top results, which
is negligible (e.g., 9303

1e+09 = 9.3e − 06 for the ClueWeb09). Therefore, random
sampling might be unlikely to include documents that are retrieved into the top
positions that are important for evaluation, contrary to our corpus pooling.

4.1 Theoretical Validation of Corpus Subsampling

We validate the subsampling strategies using simulated incompleteness in three
experiments. First, we analyze how nDCG@10 scores differ. Second, we analyze
the impact on system rankings when a team that did not participate is compared
with systems that participated in judgment and subsampling. Third, we analyze
the impact on system rankings when multiple teams did not participate.

Simulated Incompleteness. We group all runs by their submitting team for leave-
one-group-out experiments to simulate that a team did not participate in a
track [63]. If the corpus is not changed, leave-one-group-out experiments impact
only the judgment pool. However, as we subsample the corpus, leave-one-group-
out experiments additionally impact the subsampled corpora, as subsampling
strategies can not include documents solely retrieved by a left-out group. We
simulate judgment incompleteness for top-10 judgment pools, i.e., removing doc-
uments from the judgment pool solely contributed by the left-out group (i.e., does
not occur in the top-10 results of any system of other groups). All subsampling
strategies only have access to the modified judgment pool and the remaining
contributing runs. This yields one incomplete subsampled corpus and judgment
pool per group, where runs of other groups fully contributed to the subsampled
corpus and remain fully judged. In all cases, we use the nDCG@10 on the com-
plete corpus on all judgments as ground-truth. For systems that retrieve on the
subsampled corpora, we assume that subsampling does not affect the order of
documents (we validate this in Section 4.2), and thereby remove documents that
are not in a subsample from a run to simulate retrieval from the subcorpus.

The Impact of Corpus Subsampling on nDCG@10. We compare the nDCG@10
scores of left-out systems with their ground-truth to show the behavior of the sub-
sampling strategies. Two factors contribute to wrong nDCG@10 scores: (1) un-
judged documents and (2) missing documents. A document is unjudged if re-
trieved only by the left-out group, potentially underestimating nDCG@10 [25,
50]. A document is missing if a left-out system would retrieve this document from
the full corpus that is not in the subsample. Without post-judgments under the
default assumption that unjudged documents are not relevant [66], missing doc-
uments would be unjudged and assumed not relevant, thereby overestimating
nDCG@10 (a frequent scenario as post-hoc experiments rarely add judgments).

To show the impact of unjudged and missing documents independently, in
Table 3 we report the root mean squared error without post-judgments (RMSE),
with post-judgments (RMSEJudged), and the average difference of the subsam-
pled versus the actual nDCG@10 score to show which subsampling strategies
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Table 3: Leave-one-group-out differences in nDCG@10 on ClueWeb09 (C09),
ClueWeb12 (C12), MS MARCO (MSM), and Robust04 (R04). We report the
RMSE without and with post-judgments (RMSE vs. RMSEJudged), and the
difference of subsampled vs. correct nDCG@10 (∆nDCG@10 ± std dev.).
∗ indicates Bonferroni corrected significant differences to the full corpus.
Sampl. RMSE RMSEJudged ∆nDCG@10

C09 C12 MSM R04 C09 C12 MSM R04 C09 C12 MSM R04

BM25 .057 .084 .096∗ .007 .083∗ .052∗ .110∗ .010 -.013±.06 -.053±.07 .049∗
±.08 -.005±.00

LOFT1k .372∗ .333∗ .529∗ .042∗ .372∗ .333∗ .529∗ .047∗ .365∗
±.08 .311∗

±.12 .528∗
±.04 .015∗

±.04

LOFT10k .381∗ .342∗ .110∗ .263∗ .386∗ .349∗ .110∗ .271∗ .375∗
±.07 .325∗

±.11 .062∗
±.09 .259∗

±.05

PoolJ .041 .039∗ .009 .014∗ .042∗ .040∗ .009∗ .018∗ .030±.03 .031∗
±.02 .005±.01 .011∗

±.01

Pool25 .025∗ .040∗ .006 .005∗ .037∗ .029∗ .007 .011∗ -.011∗
±.02 -.028∗

±.03 -.002±.01 -.002∗
±.00

Pool50 .032∗ .060 .007 .006∗ .034∗ .019∗ .006 .008 -.023∗
±.02 -.050±.03 -.004±.01 -.005∗

±.00

Pool100 .039 .071 .006 .008 .030∗ .015∗ .006 .007 -.030±.02 -.060±.04 -.004±.00 -.007±.00

Pool1000 .047 .082 .006 .009 .023 .008∗ .005 .007 -.039±.03 -.070±.04 -.005±.00 -.007±.00

Full .050 .085 .006 .009 .000 .000 .000 .000 -.041±.03 -.072±.04 -.005±.00 -.007±.00

overestimate (positive ∆nDCG@10) or underestimate (negative ∆nDCG@10). Eval-
uations on the full corpus underestimate nDCG@10 scores the most, by 0.005 for
MS MARCO up to 0.072 for the ClueWeb12. With post-judgments, nDCG@10
scores are correct (RMSEJudged = 0.0). LOFT sampling substantially overes-
timates nDCG@10 scores, in the worst case by 0.528 for MS MARCO. Using
only the judgment pool (PoolJ) also overestimates the effectiveness, but much
less than LOFT as more realistic non-relevant documents are included. BM25
may over- or underestimate the effectiveness, having a much higher standard
deviation than pooling. Pooling to a higher depth than the original judgment
pool produces the most reliable subcorpora, as nDCG@10 scores are under-
estimated, but to a lesser extent as processing the complete corpus as fewer
unjudged documents are included but still enough to not overestimate. Without
post-judgments, pooling to 25 produces reliable scores, whereas the depth-100
and depth-1000 scores are statistically indistinguishable from the full corpus.
With post-judgments, pooling beyond 100 only yields negligible improvements,
making a top-100 pool a good choice for all scenarios.

Corpus Subsampling for Comparisons Against Participating Systems. We study
the scenario where systems of the left-out group are compared with systems
that contributed to the judgments and the subsampling. All contributing sys-
tems are correctly evaluated, whereas only the left-out systems could introduce
changes in the system rankings. To compare system rankings we use τAP vari-
ant of Kendall’s correlation with handling of ties [62] (1: perfect, 0: random,
-1: perfect inverse correlation), as τAP gives more importance to top-ranked sys-
tems. We report changes in the system rankings in three scenarios, without post-
judgments (τ), with condensed lists that remove all unjudged documents (τC),
and with post-judgments (τPJ) in Table 4. Across all scenarios, LOFT yields the
most changes in system rankings, often significantly different to the full corpus.
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Table 4: Overview of the reliability of system rankings measured as τAP with-
out post-judgments (τ), with condensed evaluation (τC), and with post judg-
ments (τPJ) for comparing systems of a non-participating group with partici-
pating systems. ∗: Bonferroni corrected significant differences to the full corpus.
Sampl. ClueWeb09 ClueWeb12 MS MARCO Robust04

τ τC τPJ τ τC τPJ τ τC τPJ τ τC τPJ

BM25 .919 .807 .936∗ .894 .922 .938 .847∗ .827∗ .836∗ .980 .945 .994

LOFT1k .793 .690∗ .793∗ .775 .775∗ .775∗ .776∗ .774∗ .776∗ .940 .904 .940∗

LOFT10k .799 .693∗ .799∗ .763 .762∗ .765∗ .790∗ .786∗ .789∗ .794∗ .764∗ .794∗

PoolJ .944 .832 .944∗ .941 .939 .941∗ .983 .980 .983 .978 .948 .978∗

Pool25 .956 .832 .967∗ .917 .939 .959 .978 .980 .992 .987 .948 .993∗

Pool50 .940 .832 .974 .902 .939 .976 .976 .980 .993 .981 .948 .997∗

Pool100 .934 .832 .980 .898 .939 .987 .974 .980 .995 .979 .948 .999
Pool1000 .931 .832 .994 .896 .939 .997 .974 .980 .996 .978 .948 1.00

Full .930 .832 1.00 .895 .939 1.00 .972 .980 1.00 .978 .948 1.00

BM25 subsamples are more reliable, but pooling yields even better results in all
cases, statistically not distinguishable from evaluating on the complete corpus
for top-100 and top-1000 pools. Still, comparisons against participating systems
are rarely used, as research often compares systems across multiple corpora, and
the same system rarely is pooled on different corpora. Hence, we next study
scenarios where multiple non-participating systems are compared.

Corpus Subsampling for Comparisons of Non-Participating Systems. To simu-
late a setting where systems of different groups that did not contribute to the
judgments and subsampling are compared, we contrast the system ranking ob-
tained from only leave-one-group-out nDCG@10 scores with the ground-truth
system ranking in Table 5 (no significance tests are possible in this scenario, as
no averages are reported). Every system can have unjudged and missing doc-
uments. Consequently, system ranking correlations for the full corpus without
post judgments (τ) are rather low for large corpora with few pooled runs (e.g.,
τ = 0.302 for the ClueWeb12 with 30 runs) whereas reliable for corpora with
many pooled runs (e.g., τ = 0.884 for Robust04 with 110 runs). However, with
post-judgments (τPJ), the full corpora produce perfect correlations, whereas
the top-100 and top-1000 pooled subcorpora also achieve high ranking correla-
tions; in case of condensed lists (τC) even indistinguishable from the full cor-
pora. Consistent with the previous experiments, BM25 subsampling is better
than LOFT but less reliable than pooling (especially for the condensed and the
post-judgment setting). Altogether, our three experiments show that pooling to
a depth of 100 or 1000 is often indistinguishable from processing the full corpora,
at only a tiny fraction of the compute.



Corpus Subsampling to Estimate Retrieval Effectiveness on Large Corpora 11

Table 5: The reliability of system rankings as τAP without post-judgments (τ),
with condensed evaluation (τC), and with post judgments (τPJ) when comparing
systems that all did not participate in the judgment and subsampling.
Sampling ClueWeb09 ClueWeb12 MS MARCO Robust04

τ τC τPJ τ τC τPJ τ τC τPJ τ τC τPJ

BM25 .265 .298 .435 .211 .541 .542 .601 .593 .627 .888 .859 .949

LOFT1k .278 .281 .278 .329 .329 .329 .294 .294 .294 .416 .392 .416
LOFT10k .373 .360 .372 .366 .337 .373 .496 .497 .497 .312 .259 .305

PoolJ .611 .579 .611 .699 .699 .699 .872 .872 .872 .909 .899 .909
Pool25 .706 .583 .734 .560 .699 .732 .854 .872 .926 .940 .899 .951
Pool50 .658 .584 .781 .470 .699 .816 .841 .872 .940 .912 .899 .971
Pool100 .618 .585 .827 .376 .699 .889 .835 .872 .952 .888 .899 .991
Pool1000 .574 .586 .946 .337 .699 .965 .830 .872 .957 .884 .899 1.00

Full .565 .586 1.00 .302 .699 1.00 .869 .869 1.00 .884 .899 1.00

4.2 Empirical Validation of Corpus Subsampling for Retrieval

While our previous experiments assumed that corpus subsampling does not
change the relative order of retrieval results to validate theoretically the effect of
incompleteness and subsampling, in practice, removing documents from the col-
lection changes the corpus statistics and thereby potentially the ranking. There-
fore, we evaluate how rankings of 20 diverse first-stage retrieval systems change
over all subcorpora monitoring their energy consumption to identify which sub-
sampling yield reliable retrieval results at acceptable energy consumption.

Retrieval Systems. We include retrieval systems of three popular paradigms:
10 lexical retrieval models in PyTerrier [39], 7 bi-encoder models in BEIR [60],
and 3 late interaction models in PLAID-X [43].9 All systems operate in their
default configuration. We do not include re-rankers like monoT5 or duoT5 [46] as
they solely depend on the first-stage, not on global aspects like corpus statistics.

Experimental Setup. We run all retrieval systems on all subcorpora on the same
machine (four A100 GPUs with 96 CPU cores) sequentially measuring their
energy consumption with codecarbon [19]. To make the experiments comparable
across the diverse corpora, we use the retrieval results of a system for the top-
1000 pool as the ground-truth ranking and report the similarities for all smaller
subsamples measured as RBO [69] as this allows to compare rankings of different
documents. The energy consumption includes indexing and retrieval, i.e., the
footprint of the complete experiment.
9 Bi-Encoder: ANCE , DistilBERT , MiniLM-L6 , MiniLM-L12 , TAS-B ,

MultiQA (DistilBERT) , MultiQA (MpNet) ; Late Interaction: ColBERT v1.9 ,
ColBERT v2.0 , PLAID-X English Large ; Lexical: BM25 , DirichletLM ,
DFIZ , DLH , DPH , Hiemstra LM , IFB2 , InB2 , PL2 , TF IDF .

https://huggingface.co/sentence-transformers/msmarco-roberta-base-ance-firstp
https://huggingface.co/sentence-transformers/msmarco-distilbert-base-v3
https://huggingface.co/sentence-transformers/msmarco-MiniLM-L6-cos-v5
https://huggingface.co/sentence-transformers/msmarco-MiniLM-L12-cos-v5
https://huggingface.co/sentence-transformers/msmarco-distilbert-base-tas-b
https://huggingface.co/sentence-transformers/multi-qa-distilbert-cos-v1
https://huggingface.co/sentence-transformers/multi-qa-mpnet-base-cos-v1
https://huggingface.co/colbert-ir/colbertv1.9
https://huggingface.co/colbert-ir/colbertv2.0
https://huggingface.co/hltcoe/plaidx-large-eng-tdist-mt5xxl-engeng
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/BM25.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/DirichletLM.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/DFIZ.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/DLH.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/DPH.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/Hiemstra_LM.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/IFB2.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/InB2.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/PL2.html
http://terrier.org/docs/current/javadoc/org/terrier/matching/models/TF_IDF.html
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Fig. 2: Energy consumption in kWh for all paradigms and subsamples interpo-
lated to the full corpora. The vertical line indicates the recommended subsample.

Table 6: RBO similarity of Bi-Encoder, Late-Interaction, and Lexical models to
themself when retrieving from a subsample versus the largest Pool1000 subcorpus.
Sampling ClueWeb09 ClueWeb12 MS MARCO Robust04

Bi-E. Late Lex. Bi-E. Late Lex. Bi-E. Late Lex. Bi-E. Late Lex.

BM25 .139 .192 .037 .146 .159 .0837 .89 .749 .858 .921 .758 .963

LOFT1k .070 .090 .040 .115 .103 .176 .68 .634 .513 .113 .13 .138
LOFT10k .096 .111 .056 .185 .167 .308 .777 .693 .601 .431 .459 .495

PoolJ .297 .263 .295 .289 .256 .606 .908 .756 .880 .712 .682 .885
Pool25 .405 .333 .449 .407 .358 .686 .954 .761 .901 .824 .726 .910
Pool50 .495 .394 .550 .506 .44 .752 .973 .781 .914 .888 .755 .927
Pool100 .600 .481 .660 .613 .524 .792 .981 .787 .933 .936 .759 .946

Results. Figure 2 shows the energy consumption in kWh for all approaches across
the different corpus subsamples. We extrapolate the energy consumption beyond
the top-1000 pools to the full corpora and indicate the consumption for our
recommended top-100 and top-1000 pooled subsamples. For large corpora, our
subsamples reduce the energy consumption by more than 1 000, and even for
small corpora, energy savings of around a factor of 10 are reached.

Table 6 shows how similar the rankings on the subsampled corpora are to-
wards the top-1000 pool for the three retrieval paradigms. Consistently, the
LOFT and BM25 subcorpora do not yield similar rankings, whereas a top-25
pool already shows substantial improvement compared to just re-ranking the
judgment pool. Still, using the judgment pool shows reasonable ranking simi-
larities for small corpora, as there the judgment pools cover a substantial part
of the complete collection, whereas huge corpora such as the ClueWeb09 and
ClueWeb12 show a very low ranking similarity for judged documents only (e.g.,
RBO of 0.295 for lexical models on ClueWeb09 vs. 0.880 on MS MARCO). The
top-100 pool yields the most similar rankings. Overall, our experiments were
consistent across all tested scenarios, providing evidence that pooling allows the
construction of reliable subcorpora, whereas top-100 pools can be recommended
as they already perform as reliably as top-1000 pools.
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5 Conclusion and Future Work

We introduced pooling as an approach to produce subcorpora that allows reli-
able evaluation of expensive retrieval approaches on large corpora. We reduced
the computational requirements by up to 1000 times while providing statistically
indistinguishable evaluations from processing the complete corpus. The resulting
subcorpora allow exploration of many expensive re-ranking cascades more sys-
tematically. Even corpora that are already small could be substantially reduced,
yielding much faster and more Green experiments. An interesting direction for
future work could be to study how corpus subsampling can be incorporated up-
front into the design of evaluation campaigns. Retrieval from huge, noisy corpora
is difficult; thereby, running a campaign on such huge, ClueWeb-style corpora
might be able to construct a realistic and diverse set of hard negatives, while
subsequent corpus subsampling can ensure that the post-hoc experiments with
the fixed set of queries only need a small computational budget.
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