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Figure 1: Two embodiment concepts for conversational agents in a museum: animated objects and an abstract humanoid guide.

ABSTRACT

Conversational agents in virtual environments are an established
approach for immersively conveying the information and narratives
of museums and cultural heritage while expanding their accessibility
to a wider and remote audience. The rapid development of large lan-
guage models and text-to-speech technologies has raised the agents’
conversational level significantly, which allows their use for proac-
tive guidance of visitors. This raises the vital question of how such
agents should be visually represented to promote knowledge transfer
in immersive virtual environments. In this paper, we compared two
representation concepts for agent embodiments in the context of
a virtual museum by examining a stylized humanoid guide and a
novel animism-based approach that enables users to talk to exhibited
objects. Our work addresses the challenge of naturally introducing
a virtual educational environment to users and encouraging their
interest and engagement with the content. A user study (N = 29) re-
vealed high usability and similar presence scores for the experience
with each of the embodiments. A majority of participants showed a
preference for the animated objects. In terms of user experience, they
evoked significant stimulation and high levels of engagement. Our

*e-mail: irene.lopez.garcia@uni-weimar.de; *contributed equally
†e-mail: ephraim.schott@uni-weimar.de; *contributed equally
‡e-mail: marcel.gohsen@uni-weimar.de
§e-mail: volker.bernhard@uni-weimar.de
¶e-mail: benno.stein@uni-weimar.de
||e-mail: bernd.froehlich@uni-weimar.de

results suggest that agents that show emotions through appropriate
word choice influence engagement levels. Based on our findings, we
recommend humanoid guides for delivering general background in-
formation, while animated objects promote detailed questions about
their own stories and a more stimulating exchange.

Index Terms: Virtual Reality, VR, Agent Embodiment, Conversa-
tional Agent, Virtual Museum, Virtual Tour

1 INTRODUCTION

The 3D digitization of museums and historical sites has opened new
vistas for cultural engagement beyond their physical confines. The
growing accessibility of virtual reality (VR) devices allows a broader
range of distant visitors to explore digitized museums virtually and
is transforming their familiar format. With the advancement of large
language models (LLMs) and text-to-speech technologies, the design
of cultural learning experiences is transitioning from traditional
text panels and monotonous audio guides towards more engaging
and interactive forms of presentation. Embodied conversational
agents herald a paradigm shift from unidirectional audio snippets to
interest-driven dialogues between visitors and agents. The design
and representation of these virtual interlocutors emerge as crucial
factors in enhancing the overall engagement and educational value
of virtual museum visits.

The use of humanoid embodied guides has established itself as the
prevailing form of content narration in virtual museum applications
and is recommended as a representational form for conversational
agents [53]. Related work indicates that fidelity, realism, and overall
style of these conversational agents’ embodiment play a critical role
in user immersion and presence, as well as the extent of knowledge
acquisition [23, 41]. Schmidt et al. [42] suggest that thematically



�tting guides additionally improve user experience and credibility.
Despite these advantages and the widespread adoption of humanoid
guides, we believe that their structured guidance might reduce the
natural curiosity of users and limit their agency. Furthermore, re-
search on stylized embodied guides whose appearance �ts into the
context of a museum is scarce [37,56].

Therefore, this paper introduces speaking objects as a novel em-
bodiment concept for conversational agents and compares it to a
stylized humanoid guide representation (see Figure 1). Six objects
in a virtual museum space were uniquely animated and equipped
with emotion-induced response capabilities. Additionally, we drew
inspiration from previous work to design a stylized guide inspired by
Oskar Schlemmer, which thematically matched the art and design
context of our space. A user study (N = 29) was conducted to evalu-
ate the two different embodiment representations, consisting of two
guided tours gathering quantitative and qualitative data. During each
tour, participants interacted with a conversational agent, represented
by either objects or the guide, and were able to access additional
information about the space and objects via oral conversations.

Our work is motivated by a collaboration with a cultural founda-
tion that is exploring innovative ways to communicate its museum
information. With the transition of museums to accessible virtual
formats, the question arises as to how and by whom guided tours
should be conducted. While humanoid conversational agents pro-
vide a scalable solution, talking objects could offer visitors a more
�exible alternative with greater agency. In this context, our primary
research question investigates whether talking objects are accepted
as viable alternatives to traditionally embodied guides. Additionally,
we explore the usability of our virtual museum visits, the user expe-
rience, co-presence, user preferences for both types of embodiment,
and the level of engagement they foster with the content.

Our research resulted in the following main contributions:
• Empirical evidence from a quantitative user study (N = 29)

demonstrating that animated objects are a viable alternative to
humanoid embodied agents, achieving similar presence scores.

• Findings that animated objects enhance the user experience in
terms of stimulation and novelty.

• Results indicating that both embodiment modalities promote
user engagement with different topics.

• Indications suggesting that emotions in responses of conversa-
tional agents can increase engagement.

• Finally, we provide design guidelines, recommending contexts
for employing humanoid guides versus animated objects.

In summary, our museum application demonstrates high user-
friendliness and allows visitors to engage deeply with and learn
about the virtual space in an interactive and personalized manner.

2 RELATED WORK

The immersion facilitated by stereoscopic systems makes VR ideal
for exploring and learning within 3D environments, as it can evoke a
strong sense of “being there”. This phenomenon, typically referred
to as presence [47], is known to enhance the quality of the user expe-
rience [8] and is in�uenced by various factors [47]. Pivotal factors
are agency, an individual's perception that they are the initiators of
actions within an immersive virtual environment [20,46,47], and the
self-embodiment of a user [10,15], which has been demonstrated in
studies such as the “rubber hand illusion” [7] and further explored
in VR contexts [22, 48]. Convincing self-embodiment can lead to
behavior that is more congruent with the virtual environment [34]
and maintain avatar integrity–known as the Proteus effect [16,55].
The embodiment of other users or agents also plays a crucial role,
affecting perceptions of their actions and contributing to a sense of
co-presence [6]. The following sections present prior research and
concepts of embodiment that informed and inspired our development
of a single-user museum application with a conversational agent.

2.1 Embodiment and Appearance

Avatar and agent embodiments play a pivotal role in fostering both
presence and social presence in virtual environments [46]. Effective
representations are crucial for creating a sense of closeness and
supporting collaboration in VR, as they encapsulate the principles
outlined by Gutwin et al. [17] – identifying users (who), their actions
(what), and their locations (where). Invisible agents fail to convey
this essential information, and research in both augmented reality
(AR) and VR has shown that visible representations are preferred.
Visible embodiments enhance con�dence, trust, and social presence
by providing vital communication cues [23,40].

Although humanoid forms are generally recommended [23, 24,
53], they are not without challenges. The uncanny valley effect, by
which imperfect human-like embodiments may cause eeriness, can
make stylized or abstract forms preferable [32,41,49]. Nonetheless,
realistic embodiments offer substantial bene�ts that often outweigh
said effect, as they improve users' subjective experiences and en-
hance immersion [24,56].

Weidner et al. [53] provide an extensive review of embodiments
in AR and VR, identifying �ve major categories for the rendering
style of avatars and agents: abstract, cartoon, stylized, robot, and
realistic. Their review reveals that almost 70% of studies employ
full-body visualizations [53] and states that in comparison, full-
body avatars signi�cantly affect task performance, user experiences,
and social presence. The realism of avatars shows similar effects,
with believable interactions being key to engaging users with the
content [26, 53]. However, in educational settings or during tasks
where users need to maintain focus, realistic rendering seems to
have less of an impact [41,45,53].

2.1.1 Humanoid Embodiment of Conversational Agents

Voice assistants have been successfully implemented in various do-
mains due to their intuitive and straightforward usability [3,26]. In
designing a conversational tour guide for a museum context, we
speci�cally focused on the embodiment of these agents. Research
by Kim et al. [23] demonstrates that humanoid embodiments can
signi�cantly enhance a user's con�dence in the agent's capabilities.
Locomotion and gestures further amplify engagement and social
presence. Schmidt et al. [42] observed similar effects, noting that
humanoid agents that thematically matched their educational envi-
ronment were particularly effective.

Rzayev et al. [41] compared the effectiveness of invisible, robotic
or realistic agents to a real tour guide in a museum. Their results
showed that realistic agents had a positive effect on co-presence
and that the appearance of their agents had no signi�cant impact on
learning outcomes. Interestingly, participants preferred both audio
guides and robotic embodiments, despite their respective invisibility
or unmatching appearance. This �nding is supported by a similar
result from Woodworth et al. [54]. Considering these insights, we
also opted for a stylized design. However, we chose a �gure that
aesthetically aligns with the art context of our museum.

2.1.2 Non-Humanoid Embodiment of Conversational Agents

While the majority of research on VR embodiments focuses on
full-body humanoid forms, there is a notable lack of studies ex-
ploring deviating [52] or non-anthropomorphic shapes and their
impacts in VR environments [2, 19, 27, 33]. Surprisingly, in the
context of conversational agents, various embodiments (including
humanoid, non-humanoid, actual human, and mixed or invisible
agents) have not demonstrated signi�cant differences in learning
outcomes [41,45]. Furthermore, Schroeder et al. [45] discovered that
anthropomorphic features are not essential for agents to foster social
agency. While some studies have examined user behavior towards
simple geometric shapes such as pillars [18,19] and cubes [50], to
the best of our knowledge, there has been no research focusing on



animated realistic objects, akin to those seen in Disney �lms like
“The Sorcerer's Apprentice” or “Beauty and the Beast”.

We believe that adopting a form of animism that allows inanimate
objects to speak, could signi�cantly enhance the agency over the
content and the engagement of museum visitors. This led us to
integrate animated speaking objects into our VR application, seeking
to foster a more interactive and immersive learning environment.

2.2 Enhancing Engagement and Learning

Our work was inspired by research from Kiesel et al. [21], who
examined the nature of questions users asked while viewing a 360-
degree panorama of a museum. This study utilized two narrative
styles to present information about the exhibits: a neutral third-
person and a more personal �rst-person. Notably, only 5% of the
queries were directed at the exhibits in a manner that suggested
the presence of another being (e.g., “What are you made of?”),
indicating a perceived absence of social presence that we attribute
to the lack of immersion and social cues.

Social cues can enhance the presence of conversational agents.
Feine et al. [13] categorize these into verbal, visual, auditory, and
invisible cues. In virtual museums and other educational settings,
employing these social cues in conversational agent embodiments
can be particularly effective, as they evoke social responses from
users [14]. According to social agency theory, which is employed
in the �eld of pedagogical agents [28,29, 37,44], interacting with
a computer system with the assumption that it is a social being can
foster user engagement and learning [4,29].

To enhance the social agency of our object embodiment, we inte-
grated a variety of cues and emotions, as detailed in Section 3.2. Our
assumption was that users would directly engage with speaking ob-
jects that display social cues and express different emotions, leading
to enhanced user engagement and a higher number of queries.

3 DEVELOPMENT

This section outlines the development of two concepts of embodi-
ment representations for conversational agents in VR, each tailored
to the context in which they were to act as information providers.

3.1 Humanoid Guide Embodiment

For the guide, we aimed for a stylized but humanoid embodiment
design that has a connection to the historic room. We chose a
stylized over a realistic design, since multiple works [41,53] showed
that users preferred abstract or stylized representations in learning
environments due to less distraction. The humanoid form would still
provide basic communication cues such as gaze direction, controlled
head movement, and mouth movement.

The visual design for the guide's embodiment is based on Oskar
Schlemmer's costume design for theTriadisches Ballett, in particular
the �gure called theGolden Sphere. This design satis�es the desired
humanoid traits whilst maintaining an aesthetic and historical link to
the theme of the room (i.e., the Triadisches Ballett and the room were
featured at the Bauhaus exhibition in 1923). Despite the difference
in their creators and the distinctive nature of these works, the Golden
Sphere's geometric volumes are grounded on the same Bauhaus
school artistic principles that gave reason to the room's design. This
alignment between guide and exhibition is inspired by [42] to seek
greater engagement by evoking trust in �rst-hand knowledge and
creating a congruous experience.

The �gurine's geometric volumes invite playful animation, a fea-
ture that would not be achievable with a human-like agent. Notably,
the spherical thorax allows the �gurine to morph into a ball and scale
down, facilitating smooth transitions in and out of the room.

The �gurine's height was intentionally adjusted to be on the
smaller end of the human scale due to considerations around its
original design proportions. A larger �gure would surely hinder user
navigation. Additionally, some modi�cations were incorporated

from Schlemmer's original design. Hands were added to enable the
guide to point out interesting objects. Following the �ndings in liter-
ature on the positive effect of human-like gestures (see Section 2.2),
the guide turns to the user whenever someone changes positions
in the room, blinks occasionally, and points to the objects she is
referring to. She also walks to the objects when they are selected,
not only to visually emphasize the center of discussion, but also to
mimic the normal behavior of human guides in real-world scenarios.

The guide's walk uses ready-made animation loops frommix-
amo.com[31], which can be applied to any humanoid rig out of the
box. The walking paths are calculated and applied using Unity's
AI Navigation module [51]. The resulting character's velocity is
matched to the corresponding animation through an Animation
Blend Tree. The guide's mouth movement syncs with her voice
usingOculus Lipsync[30], a supplementary plugin provided by
Meta. This plugin aligns the sound with a viseme, which is a spe-
ci�c shape of the mouth in the model. The guide's audio source
utilizes spatial audio to uphold the authenticity of the virtual space.

3.2 Animated Objects Embodiment

The animated objects embodiment was developed to represent a
subjective, �rst-person perspective on the information in the space.
In this virtual exhibition, as in the majority of cultural exhibitions,
the data imparted is connected to the objects in the room. Their
design, their history, and their mutual connection are a major part of
what makes the room interesting. Embracing an animistic concept,
we used six objects as embodiments to tell their own story. These
objects are famous exhibits from the director's of�ce of Walter
Gropius comprising hisF51 armchair, tapestry, Gropius' desk, rug,
desk chairand theWagenfeld lamp. Images of the models of these
objects can be seen in Figure 2.

To embody the conversational agents, the mesh of each object
was separated from the original reconstructed model of the room.
Necessary modi�cations were made, for example, to give a perceiv-
able volume to the otherwise �at textiles. Rigs and animations were
then created using 3D modeling software. All objects share the same
set of animated behaviors: greet, talk and idle state. However, each
implementation is unique, based on the object's shape, size, and po-
sition in the room. Smaller, delicate items like the Wagenfeld lamp
and the desk chair exhibit more noticeable movements. In contrast,
bulkier items like the desk and armchair have animations limited
to lighter, upper portions. For the textiles, the rug and tapestry,
only speci�c sections were animated. The idle state animation is
only displayed by an object upon selection, else it remains static.
This prevents overloading the user with continuous movement in
the room, and helps to keep the focus of attention on the current
interlocutor. The greet animation is played randomly when no object
is selected, to encourage the user to address the objects of interest.
The talk animations are played when the agent speaks, and consist
of an animation loop with added deformations based on the agent's
voice's volume. Despite the lack of facial features, these animations
provide the necessary visual feedback to allow users to identify them
as animate beings and potential conversational partners. Individual
spatial audio sources enhance this perception.

3.3 Conversational Agents

The conversational agents were implemented by connecting multiple
services through requests to the OpenAI API [35]. In particular,
Whisper (v2-large ) [39], GPT-4 (gpt-4-0125-preview ) [36]
and TTS (tts-1 ) were employed. In general, the use of LLMs in
educational settings must be carefully considered due to potential
hallucinations. To enhance response accuracy, we prompted the chat
model with detailed information, yielding responses that we deemed
suf�ciently precise for evaluating our embodiments.

To initiate a conversation, a participant has to press and hold a
push-to-talk button, which activates the recording of the utterance. A
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