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ABSTRACT
Representation-based retrieval models, so-called biencoders, esti-
mate the relevance of a document to a query by calculating the
similarity of their respective embeddings. Current state-of-the-
art biencoders are trained using an expensive training regime in-
volving knowledge distillation from a teacher model and batch-
sampling. Instead of relying on a teacher model, we contribute
a novel parameter-free loss function for self-supervision that ex-
ploits the pre-trained language modeling capabilities of the encoder
model as a training signal, eliminating the need for batch sampling
by performing implicit hard negative mining. We investigate the
capabilities of our proposed approach through extensive ablation
studies, demonstrating that self-distillation can match the effec-
tiveness of teacher distillation using only 13.5% of the data, while
offering a speedup in training time between 3x and 15x compared
to parametrized losses. Code and data is made openly available.1

1 INTRODUCTION
In information retrieval, transformer-based bi-encoders are used as
effective retrieval models. They estimate a document’s relevance to
a query by computing the similarity of their embeddings. Queries
and documents are represented independently, which allows for
pre-computing and indexing all document representations offline
and computing only the query representation at retrieval time. bi-
encoders are thus appealing in practice since they can be easily
scaled. In contrast, transformer-based cross-encoders are a type of
model that estimates relevance jointly by computing a score for
each document-query pair at retrieval time, achieving higher effec-
tiveness than bi-encoders at the expense of a higher computational
cost and inference latency. They are thus usally reserved for multi-
stage reranking, such that only the top-k documents of an initial
ranking produced by a more efficient bi-encoder are re-ranked.

However, highly effective bi-encoders come at the cost of a highly
expensive training regime based on knowledge distillation. Figure 1
(left) illustrates this process, where the relevance of each training
sample is first estimated by a cross-encoder teacher model. The
estimated relevance scores are first used for a computationally in-
tensive batch sampling process, where an optimal distribution of
relevance scores within each batch is ensured according to the
teacher model, which then provides supervision for training a bi-
encoder student model with a margin-based loss function. While
this knowledge distillation setup yields highly effective bi-encoder
ranking models, we highlight three drawbacks: (1) A teacher model
must be available for the desired dataset and domain. cross-encoder
1github.com/webis-de/adaptive-relevance-margin-loss

Figure 1: Conceptual overview of a typical bi-encoder teacher
distillation training regime (left) and our proposed self-
distillation approach (right). Blue is the data, green is the
bi-encoder and purple is the cross-encoder model.

models are usually chosen as teacher models to maximize effective-
ness [13]. Training a cross-encoder model for knowledge distillation
is computationally expensive and may not be possible for domains
with little ground-truth ranking data. (2) Teacher scores must be
inferred for every training sample, requiring a forward pass. This
adds inference cost onto a process that is already prohibitively ex-
pensive. Improving training efficiency is crucial for information
retrieval, as the majority of energy spent over the lifetime of a
model, especially models that are efficient at retrieval time, goes
into training [25]. (3) Batch sampling prohibits continuous learning
on new data. The current best batch sampling procedures rely on
clustering the training data set [13]. A static training dataset is
thus required, rendering it challenging to adapt such approaches
in settings where training data is collected continuously, such as
online learning-to-rank.

In this paper, we propose a novel training regime and loss func-
tion for bi-encoders (Figure 1, right) that eliminates the complexities
of previous approaches while maintaining competitive effective-
ness. Instead of using a teacher model, we leverage the pre-trained
text similarity capabilities of the encoder model to provide a super-
vision signal in a self-distillation setup. This eliminates the need for
expensive exhaustive inference over the training dataset, does not
rely on batch sampling techniques, and is highly data efficient. We
then conduct systematic ablation studies which demonstrate that
self-distillation can match the effectiveness of teacher-distillation
based training regimes, with nDCG@10 and Recall@1000 scores of
no significant difference, while using only 13.5% of the data. Finally,
our proposed loss function is hyperparameter free, eliminating the
need for expensive hyperparameter tuning.
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2 PRELIMINARIES & RELATEDWORK
We define𝑄 as a set of queries representing user information needs
and𝐷 as a set of documents potentially containing relevant informa-
tion. The objective of a ranking function is to order the documents
𝑑 ∈ 𝐷 based on their relevance to each query 𝑞, accomplished
with a relevance model 𝜌 : 𝑄 × 𝐷 → R, which assigns relevance
scores that establish an order. We summarize related work on opera-
tionalizing 𝜌 with representation learning, covering encoder models
(Section 2.1), knowledge distillation (Section 2.2), loss functions
(Section 2.3), and negative mining (Section 2.4).

2.1 Relevance Estimation with Encoder Models
Text encoder models like BERT [5] operationalize 𝜌 in two main
ways: bi-encoders and cross-encoders [33]. Bi-encoders indepen-
dently embed the query 𝑞 and each document 𝑑 using an encoder
model 𝑓𝜃 , typically by using the representation of the special [CLS]
token (optionally processed by a linear layer) [2, 7], and express rel-
evance in terms of a similarity function 𝜙 as 𝜌 = 𝜙 (𝑓𝜃 (𝑞), 𝑓𝜃 (𝑑)) [2,
8, 17]. In contrast, cross-encoders process both query and document
jointly, operationalizing 𝜌 as a relevance classification of the joint
representation [22]: 𝜌 = 𝑐 (𝑓𝜃 (𝑞 ⊕ 𝑑)), where ⊕ is string concatena-
tion and 𝑐 : R𝐷 → [0, 1] is a binary classifier assigning a probability.
While bi-encoders are more efficient [33], cross-encoders capture
complex interactions between query and document [22], yielding
higher effectiveness albeit with higher latency at query time, as
document representations cannot be precomputed. We focus our
investigation on training bi-encoders with comparable effectiveness
to cross-encoders.

2.2 Knowledge Distillation
Knowledge distillation [12] aims to train a student model to repro-
duce the output of a teacher model [15]. It is commonly employed
for model compression, i.e., to develop smaller and faster models
capable of maintaining effectiveness at reduced computational ef-
fort [9]. In retrieval tasks, distillation, as seen in works by Hofstätter
et al. [13, 14], trains bi-encoder models using precomputed rele-
vance scores from a cross-encoder teacher model. Although distil-
lation can successfully impart ranking effectiveness to bi-encoders,
the use of cross-encoder teachers imposes constraints on the train-
ing process due to the computational cost of pre-computing rele-
vance scores for a large set of query-document pairs. Thus, while
distillation produces highly efficient student models, it incurs high
computational costs for training.

Self-distillation is a subfield of knowledge distillation, where
the student and teacher models are identical [11], i.e., leveraging a
model’s own output to provide a training signal for a refined ver-
sion of itself. The success of this approach is attributed to the rich
output distribution, capturing additional information about train-
ing examples [20]. While self-distillation is predominantly applied
when teacher and student are trained towards the same task, it can
also be used in a transfer setting [34]. Here, the pretrained capabil-
ities of the model on a general task are exploited to train a more
refined version of itself on a specialized target task. Self-distillation
reduces the required computational effort, as no additional teacher
inference is needed. We take inspiration from prior work in the
literature about self-distillation to apply to the task of ranking.

2.3 Bi-Encoder Loss Functions
In the typical training setup for bi-encoder models, data comes
in the form of triplets (𝑞, 𝑑+, 𝑑−), comprising a query, a positive
document, and a negative document. Various loss functions have
been proposed within this setup: for instance, triplet loss aims to
adjust the representation space so that the positive document 𝑑+ is
closer to the query 𝑞 than the negative document 𝑑− by a certain
margin 𝜀 [26]. Karpukhin et al. [17] minimize the negative log-
likelihood between a single positive example and multiple negative
examples. Xiong et al. [31] minimize a classification loss function
like binary cross-entropy, hinge loss, or negative log-likelihood
between scores predicted for pairs of positive and negative exam-
ples. All aim to rearrange representations to prioritize relevance,
i.e., learn a representation space in which for a query, a relevant
passage is closer than a non-relevant passage by a margin 𝜀.

In knowledge distillation contexts, teacher scores provide a
source of supervision. The MarginMSE loss [13] adopts the concept
of optimizing the mean squared error between the relevance differ-
ence, i.e., 𝜙 (𝑞, 𝑑+)−𝜙 (𝑞, 𝑑−), and a desired target 𝜀. The value of 𝜀 is
dictated individually for each triplet by its predicted teacher model
output. This notion of introducing an ‘adaptive’ target value for
each instance also has broader applications beyond distillation. For
instance, Li et al. [18] use class distances in an image classification
problem as adaptive target, Ha and Blanz [10] use differences in
ground-truth labels as adaptive targets for learning to rank, and
Sharma et al. [27] use the similarity between augmented views of
the same sample. We apply self-distillation to predict an adaptive
target for each training triplet using the bi-encoder model itself.

2.4 In-Batch Negatives & Hard Negative Mining
To increase the efficiency of triplet-based losses, additional training
instances can be formed by considering documents from other
triplets in the same batch as supplementary negative examples for a
given query-positive pair [32]. Yet, a major caveat is that 𝑓𝜃 rapidly
learns to correctly project trivial triplets, i.e., triplets where 𝑑+

and 𝑑− are easy to distinguish w.r.t. their relevancy. Consequently,
identifying ‘hard’ triplets, where distinguishing between positive
and negative documents is challenging, becomes crucial for learning
a robust latent space [32]. Yet, in-batch negatives are likely topically
unrelated to a given query, and thus have limited learning potential.

To alleviate this issue, batch sampling techniques have been
devised that select batches of triplets such that the positive and neg-
ative documents are hard to distinguish in relevance, both within
each pair and across pairs of in-batch negatives [1]. For retrieval,
Hofstätter et al. [14] introduce balanced topic-aware sampling (TAS-
B), where triplets are chosen to ensure that the relevance differ-
ences of query-positive and query-negative pairs across all training
pairs in a batch adhere to a certain distribution. All triplets in the
training dataset are put into bins based on their margin, and then
batches are constructed by uniformly selecting triplets from all
bins. A reproduction study by Wang and Zuccon [29] found that
further effectiveness is possible by discarding bins with high rel-
evance differences, removing ‘easy’ negatives from consideration.
By predicting adaptive targets, we propose that self-distillation
can be used to perform ‘implicit’ negative sampling based on the
magnitude of the target without explicitly sampling batches.
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3 SELF-DISTILLATIONWITH ADAPTIVE
RELEVANCE MARGINS

We formulate three criteria to simplify the training process and
increase the training efficiency of bi-encoders for retrieval and
address the drawbacks of teacher-distillation approaches outlined
before: (1) no teacher model for target estimation: the loss function
should only rely on the information contained in provided training
triplets, (2) no batch sampling procedure: the loss function should
be effective with randomly ordered data, (3) no hyperparameters:
the loss function should be applicable without computationally
intensive hyperparameter tuning. In this section, we introduce
adaptive relevance margins, a novel self-distillation loss function for
retrieval fine-tuning. We motivate it starting from how a margin
loss is traditionally calculated, and deriving several variants for the
inner term of the loss incrementally.

Static Targets. The traditional margin loss for a triplet (𝑞𝑖 , 𝑑+𝑖 , 𝑑
−
𝑖
)

of query, positive (relevant) document, and negative (non-relevant)
document contrasts the query relevance margin, i.e., the difference
between the cosine similarity 𝜙 (𝑞𝑖 , 𝑑+𝑖 ) of a query and a positive
document and the cosine similarity 𝜙 (𝑞𝑖 , 𝑑−𝑖 ) between query and a
negative document, with a target value 𝜀 [14]:2

𝑙𝑖 = 𝜙
(
𝑞𝑖 , 𝑑

+
𝑖

)
− 𝜙

(
𝑞𝑖 , 𝑑

−
𝑖

)︸                      ︷︷                      ︸
Relevance margin

− 𝜀︸︷︷︸
Target

(1)

This variant optimizes for a latent space where positive and nega-
tive documents are separated by a value of at least 𝜀 w.r.t. their query
similarity. However, 𝜀 must be tuned for the best effectiveness.

Adaptive Targets. Rather than using the same 𝜀 value as a target
across all training instances, knowledge distillation allows one
to derive per-document target scores using a teacher model [14].
We propose using the bi-encoder model itself as a source for this
teacher signal in a self-distillation setup. As BERT-style encoders
are pretrained with a masked token or sentence prediction objective,
they exhibit strong capabilities for measuring text similarity [5, 19].
We can, therefore, replace the 𝜀 with the similarity between positive
and negative documents for a query, scaled to the 0-1 range:

𝑙𝑖 = 𝜙
(
𝑞𝑖 , 𝑑

+
𝑖

)
− 𝜙

(
𝑞𝑖 , 𝑑

−
𝑖

)
︸                      ︷︷                      ︸

Relevance margin

−
( 1 + 𝜙 (𝑑+

𝑖
, 𝑑−

𝑖
)

2

)
︸               ︷︷               ︸
Scaled doc. sim.

(2)

Rescaling the target is warranted since we desire a latent space
where positive and negative documents are orthogonal. This adap-
tive margin may initially seem counterintuitive as the model learns
to predict a larger difference in relevance for similar texts. However,
this can be framed from the perspective of hard negatives: if the pos-
itive and negative document are similar, i.e., (1 + 𝜙 (𝑑+, 𝑑−))/2 ≈ 1,
they are a ‘hard’ training instance. This larger margin leads to an in-
creased contribution to the overall loss and, thus, higher impact on
the model parameters compared to a dissimilar positive and nega-
tive document pair, i.e., (1+𝜙 (𝑑+, 𝑑−))/2 ≈ 0. Adaptive targets thus
implicitly perform hard negative mining without hyperparameters.
2We explicitly omit writing the representation function 𝑓𝜃 in our notation for brevity,
therefore 𝑞,𝑑 already signify query/document representations.

Distributed Targets. So far, the loss calculation has used only a
single (𝑞𝑖 , 𝑑+𝑖 , 𝑑

−
𝑖
) triple. While naïve in-batch negative variants 𝑙𝑖 𝑗

of the static and adaptive targets losses can be derived by replac-
ing 𝑑−

𝑖
with multiple 𝑑−

𝑗
∈ 𝐷− , this yields sub-par results if not

combined with batch sampling techniques. Instead, we extend the
adaptive targets approach to approximate this sampling by using
multiple different target values for each individual training triple.

𝑙𝑖 𝑗 = 𝜙
(
𝑞𝑖 , 𝑑

+
𝑖

)
− 𝜙

(
𝑞𝑖 , 𝑑

−
𝑖

)
︸                      ︷︷                      ︸

Relevance margin

−
(
1 + 𝜙 (𝑑+

𝑖
, 𝑑−

𝑗
)

2

)
︸               ︷︷               ︸
Scal. doc. sim. distrib.

(3)

The intuition behind this approach is that the target now forms
a distribution over the negative documents in the batch. Instead
of comparing each triplet in the batch with a single target, we
repeatedly compare the margin to the original negative with targets
from all of the negatives in a batch. In other words, these repeated
comparisons estimate the average scaled similarity of a positive
document to (a sample of) the population of negative documents.
If this similarity is high (≈ 1), the sample contains documents
that are hard to distinguish w.r.t. relevancy and thus contains rich
information to establish a positive-negative class separation. If this
similarity is low (≈ 0), the sample contains documents that are easy
to distinguish w.r.t relevancy. A high in-batch negative document
similarity translates to a large margin to maximize the impact on
the loss, and vice versa.

While adaptive targets opt to use in-batch information to in-
crease the count of total available training triples, distributed targets
instead exploit the in-batch distribution to make a more accurate
estimation of the target for each original triple. One can also con-
sider the distributed targets approach as optimizing for the implicit
mean document distance. The reason optimizing it implicitly works
and optimizing it explicitly, i.e., by taking the mean scaled docu-
ment similarity within the loss as target, does not work is because
optimizing it explicitly repositions only 𝑑−

𝑖
in latent space rather

than all 𝑑−
𝑗
∈ 𝐷− as the implicit mean does.

Error Function. To form a proper loss function, the previously de-
rived inner terms 𝑙𝑖 𝑗 are optimized using mean squared error (MSE),
which calculates the average squared difference of the relevance
margin and target over all samples in a batch. A batch consists of a
set of queries 𝑄 , a set of associated positive (relevant) documents
𝐷+, and a set of associated negative (non-relevant) documents 𝐷− ,
with batch size 𝐵 = |𝑄 | = |𝐷+ | = |𝐷− |. For all variants 𝑙𝑖 not relying
on in-batch information, the error is calculated as

L𝑀𝑆𝐸

(
𝑄,𝐷+, 𝐷− )

=
1
𝐵

𝐵∑︁
𝑖=1

(𝑙𝑖 )2 (4)

For variants 𝑙𝑖 𝑗 using in-batch information it is calculated as

L𝑀𝑆𝐸

(
𝑄,𝐷+, 𝐷− )

=
1
𝐵2

𝐵∑︁
𝑖=1

𝐵∑︁
𝑗=1

(
𝑙𝑖 𝑗

)2 (5)

Summary. Figure 2 illustrates the behaviour of all three loss vari-
ants. The position of a query, a positive document, and negative
documents are visualized in cosine similarity space. Green elements
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(a) Static
𝑞

𝑑+𝑑−
2

𝑑−
1

𝑑−
3

(b) Adaptive
𝑞

𝑑+𝑑−
2

𝑑−
1

𝑑−
3

(c) Distributed
𝑞

𝑑+𝑑−
2

𝑑−1

𝑑−
3

Figure 2: Conceptual illustration of target variants in cosine
similarity space. Black dots indicate location on the unit
sphere. Green elements indicate target values; red arrows in-
dicate induced shifts in latent space for negative documents.

indicate the target values and red arrows indicate the repositioning
in latent space induced by the respective loss. We only illustrate
repositioning of negative documents for simplicity; in practice, all
three, query, positive, and negative could be simultaneously af-
fected. For (a) static targets, a relevance margin of 𝜀 is forced (green
lines); for (b) adaptive targets, individual relevance margins for
each negative are estimated based on document similarity (green
dots); and for (c) distributed targets, for a single negative, the dis-
tribution of the document similarities of all negatives (green area)
is used as margin (green dot).

4 EXPERIMENTAL SETUP
Data. Both training and evaluation use the MSMARCO-Passage

collection [21]. For training, we use the official set of 39 780 811
training triplets, each comprising a query, positive, and negative
text passage. For evaluation, we employ relevance annotations from
the TREC-DL19 [4] and TREC-DL20 [3] datasets, which contain 43
and 54 densely judged queries for the MSMARCO-Passage collec-
tion, respectively. Since TREC annotations include graded relevance
(ranging from 0 for non-relevant to 3 for perfect), we use the recom-
mended binarization level of 𝑟 > 1 [4] for all binary metrics. Text is
tokenized with a maximum sequence length of 30 for queries and
200 for passages [14].

Implementation and Hyperparameters. We implement our experi-
ment pipeline in PyTorch [23] using the Lightning [6] and Hugging
Face [30] ecosystem. We fine-tune several pretrained BERT-style
encoder models, which vary in parameter count, pretraining regime,
and embedding kind. The full list is provided in Table 1. Text rep-
resentations are computed using the [CLS] representation of each
document, optionally processed by a linear layer. All models pro-
duce 768-dimensional embeddings. We train using the ADAM opti-
mizer with a learning rate of 5𝑒−6/𝐵, a weight decay rate of 1𝑒−6,
and batch sizes 𝐵 ∈ [64, 128]. Training uses a single Nvidia A100
40GB GPU. To improve training efficiency, we use mixed-precision
weights and quantized optimizer states. We provide fully repro-
ducible code and supplementary run files for trained models. 3

Evaluation. We study two evaluation setups: reranking and full
ranking. In the reranking setup, which is used for evaluating abla-
tion runs with low overhead, we rerank the top-1000 documents
3Code: github.com/webis-de/adaptive-relevance-margin-loss
Run files: zenodo.org/records/11197962

Table 1: Overview of pretrained models used for finetuning,
with № parameters, embedding kind and№ dimensions.

Model № Params Embedding № Dim.

RoBERTa [19] 124M [CLS] + Linear 768
MPNet [28] 109M [CLS] + Linear 768
distilBERT [24] 66M [CLS] 768

from the official TREC-DL19/20 BM25 baseline runs for each query.
For the full ranking setup, replicating real-world use cases, we em-
bed and index the entire MSMARCO-Passage collection using a
FAISS [16] HNSW index with optimized 32-byte product quanti-
zation, and perform exact re-ranking of the top-𝑘 results. In both
setups, we use cosine similarity between query and document rep-
resentations for relevance estimation. Similar to prior work, in the
full ranking setup we report the measures nDCG@10, representing
ranking-oriented tasks, and Recall@1000, representing retrieval-
oriented tasks. However, in the reranking setup, the BM25 baseline
run artificially restricts the recall obtainable. Therefore, we use
Hits@100 as a suitable surrogate for recall that does not rely on all
relevant documents being retrievable for each topic.

Baselines. To contextualize the results of our proposed loss func-
tions, we compare against three different baseline models: (1) BM25
given its nature as standard retrieval baseline and reranking input in
our reranked evaluation setting; (2) a BERT-based bi-encoder fine-
tuned with a static margin of 𝜀 = 1 [14] (3) a BERT-based bi-encoder
finetuned with TAS-B batch sampling and teacher margins [14, 29].

5 RESULTS & DISCUSSION
We conduct four experiments to study the benefits of using adaptive
and distributed margins for fine-tuning bi-encoder retrieval models.
First, we conduct an ablation study on static margins to see how
adjusting the parameter 𝜀 affects effectiveness, with and without in-
batch negatives (Section 5.1). Second, we study the effectiveness of
adaptive margins, including ablation studies on batch size and use
of in-batch negatives (Section 5.2). Third, we repeat this analysis for
distributed margins (Section 5.3). Finally, we compare the optimal
parameter settings of each loss variant found in the previous analy-
ses (Section 5.4), and compare them to other state-of-the-art and
baseline models (Section 5.5). This comparison provides insights
into the overall effectiveness of our proposed approach.

5.1 Static Targets
In the first ablation experiment, we conduct an exhaustive grid
search to find the optimal static target hyperparameter 𝜀. We fine-
tune each of the three pretrained encoders using the static target
loss variant, while varying 𝜀 in the range of 0 to 1 in steps of 0.1. To
make this exhaustive grid search feasible in terms of computation
time, we train each configuration on the same randomly sampled
subset of MSMARCO-Passage, containing 2.56M triplets. Evalua-
tion scores are calculated in the reranking setting. The maximum
batch size possible across all models on the available hardware
was used (𝐵 = 128). Experiments with smaller batch size (𝐵 = 64)
showed the same trends and relative differences.
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Figure 3: nDCG@10 (upper row) and Hits@100 scores (lower
row) on TREC-DL19 for different static target values, without
(left column) and with (right column) using in-batch nega-
tives. Dots mark maxima.

Figure 3 shows evaluation scores for each combination of 𝜀 and
model, with and without using in-batch negatives. Four effects
are apparent: (1) Tuning 𝜀 as a hyperparameter yields improve-
ments across all configurations compared to the default choice of
𝜀 = 1. Moreover, the improvement between the default and optimal
configuration is distinct, surpassing 0.1 nDCG@10 in almost all
cases. Consequently, margin optimization is necessecary to extract
maximum effectiveness in each setup. (2) The optimal value of 𝜀
varies depending on the model; each model achieves its highest
evaluation score at different points. This indicates that hyperparam-
eter optimization needs to be repeated for each pretrained model,
and there is no universal choice for retrieval finetuning as a whole.
(3) The optimal margin varies depending on the task; all tested
models show a different 𝜀-value at which the respective evaluation
measure, i.e., nDCG@10 or Hits@100, is maximized. (4) Using in-
-batch negatives does not yield an improvement in effectiveness.
For all three tested models and both measures, the effectiveness
without in-batch negatives is the same or higher than with in-batch
negatives. This suggests that the models do not benefit from the
additional training data, likely because it is noisy and provides little
information, as negatives in randomly sampled batches are ‘easy’.

The effectiveness of the static target loss variant, whether with
or without in-batch negatives, is highly susceptible to the training
setup used. Factors such as model choice, value of 𝜀, and measure
result in varying levels of effectiveness and exhibit complex inter-
dependencies. At the same time, substantial gains in effectiveness
can be achieved through hyperparameter tuning. However, nega-
tive mining techniques appear necessary to effectively use in-batch
information.
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Figure 4: Evolution of nDCG@10 (upper row) and Hits@100
scores (lower row) for adaptive targets on TREC-DL19 over 1
epoch using with and without in-batch negatives (columns).
Dots mark maxima

5.2 Adaptive Targets
In the second ablation experiment, we examine various configura-
tions of the adaptive target approach. Figure 4 shows the evaluation
scores computed at every 1000th step during the training process.
The training uses the entire MSMARCO-Passage collection. Eval-
uation scores are calculated in the reranking setting with a batch
size of 𝐵 = 128; similar trends were observed for 𝐵 = 64.

Two key observations can be made: (1) Using adaptive targets
is data efficient. The maximum nDCG@10 score is attained after
processing approximately half of the data. However, effectiveness
declines thereafter, suggesting a divergence from the target task.
This issue could potentially be addressed through learning rate
scheduling or by terminating training early. (2) The use of in–
batch negatives produces mixed results in terms of effectiveness.
Regarding nDCG@10, across all configurations, the achieved score
is lower when using in-batch negatives, and data efficiency is re-
duced. The maximum score is reached much later in the training
process. However, for Hits@100, only RoBERTa does not benefit
from the additional information, and the negative impact on data
efficiency is diminished. Adaptive targets can be effectively em-
ployed as a hyperparameter-free replacement of the static target
variant, yielding comparable evaluation scores. It demonstrates
more retrieval-favored characteristics (Hits@100) than the static
variant, albeit at the expense of ranking accuracy (nDCG@10).

5.3 Distributed Targets
In the third ablation experiment, we examine the distributed targets
variant. Figure 5 shows evaluation scores calculated in the reranked
setting for all three pretrained models. It explicitly includes ablation
regarding batch size, i.e., negative sample count.
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Three key observations can be made for the distributed targets
variant: (1) it converges towards the maximum nDCG@10 score
even quicker than the adaptive targets variant (see Figure 4). Batch
size influences convergence, with smaller batches yielding a more
data-efficient result. (2) The use of in-batch information leads to
improved results compared to previous in-batch static or adaptive
variants. Specifically, nDCG@10 is highest in the distributed setup.
(3) Absolute maximum scores are only marginally affected by batch
size, with larger batch sizes yielding slightly higher nDCG@10
scores in two out of the three fine-tuned models. Distributed targets
also shows to be a robust hyperparameter-free replacement for
static targets. They exhibit complementary behavior to adaptive
targets, showcasing better ranking accuracy (nDCG@10) while
maintaining similar retrieval characteristics (Hits@100).

Table 2: Example of training instance with query (𝑞), positive
(𝑑+) and negative passageswith highest (𝑑−max), closest tomean
(𝑑−mid), and lowest (𝑑−min) respective target score (𝑡 ).Predicted
relevance (𝜌) and resulting instance loss (𝑙2

𝑖 𝑗
) given.

Text 𝜌 𝑡 𝑙2
𝑖 𝑗

𝑞 Where is wild rice grown in USA? — — —
𝑑+ Wild rice (Z. aquatica), also an annual, grows

in the Saint Lawrence River [. . . ]
0.79 — —

𝑑
− m
ax TIvan L. Sander. Northern red oak (Quercus

rubra), also known as common [. . . ]
0.34 0.69 0.06

𝑑
− m
id Your answer will appear in the acres field.

How to convert acres to ft2 [. . . ]
0.06 0.51 0.05

𝑑
− m
in Colorado Springs Municipal (Colorado

Springs, CO) Right now, 14 airlines [. . . ]
0.12 0.46 0.04

To contextualize these findings, Figure 6 illustrates the training
characteristics of the distributed target variant. It plots the mean,
minimum, and maximum values of the 𝐷+ × 𝐷− similarity matrix
throughout the training process. (1) The in-batch target distribution
rapidly settles to a mean of 0 (rescaled to 0.5 for loss computation),
suggesting that non-relevant documents are, on average, orthogonal
in latent space to relevant documents. This indicates an ideal class
separation in cosine similarity space. (2) The distribution features
outliers in the positive spectrum, i.e., the maximum value (upper
line) is further apart from the mean (middle line) than the minimum
value (lower line). Consequently, documents highly similar to the
relevant one of a query are less common than dissimilar ones,
approaching the expected imbalanced ratio of relevant to irrelevant
documents for a query. (3)While the initial pretrained similarity
distribution, i.e., the first 100 steps, differs significantly among the
three pretrained models, their finetuned distributions are largely
identical. This suggests that a robust latent space for retrieval can be
generalized independently of pretraining regime and architecture.

Table 2 presents an exemplary excerpt of a training batch, com-
prising a query with its associated positive and three negative
passages (maximum, minimum, and closest to the mean predicted
target). Additionally, the table provides the predicted relevance
(𝜌), scaled target (𝑡 ), and instance loss (𝑙2

𝑖 𝑗
) calculated with the

fine-tuned DistilBERT model. The theorized loss properties can be
observed. The relevance (𝜌) of documents aligns with their target
ordering, i.e., semantic document similarity, showcasing successful
self-distillation. Moreover, the less related a negative document is
to the positive document, the lower its contribution to the overall
loss, showcasing implicit negative mining.

5.4 Comparison of Target Variants
To compare all three variants of the proposed loss function, we
train a model for each using parameter choices informed by the pre-
vious ablation studies. We use a batch size of 𝐵 = 128 and employ
exponential learning rate decay (𝛾 = 0.99999). To prevent the effec-
tiveness degradation observed for adaptive and distributed variants,
we implement an early stopping criterion. If no improvement in
nDCG@10 score on TREC-DL19 calculated every 500 batches is
achieved for 16 consecutive checks training is halted.
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Table 3: Comparison of effectiveness per pretrained model
(M), target variant (T), in-batch negatives (IB), and total train-
ing time. Maximum per column and model marked bold.
† marks runs with statistically equivalent effectiveness com-
pared to maximum.

M T IB TREC-DL19 TREC-DL20 Time Data Seen
nDCG@10 R@1000 nDCG@10 R@1000 (hh:mm) (# Triples)

di
st
ilB

ER
T S ✗ 0.647 0.792 0.632 0.821† 15:07* 5.18M

S ✓ 0.574 0.786† 0.569 0.823† 13:30* 2.24M
A ✗ 0.537 0.664 0.542 0.735 2:36 4.93M
A ✓ 0.534 0.790† 0.513 0.823 1:04 1.98M
D ✓ 0.639† 0.774† 0.615† 0.809† 3:56 7.30M

Ro
BE

RT
a S ✗ 0.651 0.771† 0.625 0.822 31:11* 6.53M

S ✓ 0.578 0.767† 0.510 0.820† 31:09* 6.53M
A ✗ 0.527 0.771 0.488 0.698 4:09 3.97M
A ✓ 0.572 0.773 0.492 0.812† 5:20 5.12M
D ✓ 0.634† 0.766† 0.594 0.794 6:19 6.02M

M
PN

et

S ✗ 0.655 0.791† 0.646 0.834† 34:55* 5.63M
S ✓ 0.582 0.791† 0.549 0.835† 33:51* 4.74M
A ✗ 0.561 0.655 0.573 0.733 8:10 6.21M
A ✓ 0.605 0.817 0.564 0.843 7:29 5.95M
D ✓ 0.635† 0.761 0.622† 0.805 5:37 4.86M

S = static; A = adaptive; D = distributed. *Includes hyperparameter sweep time.

Table 3 lists the obtained evaluation scores in the full ranking
setup on both TREC-DL19 and TREC-DL20 for each of the three
pretrained models investigated, each of the three loss variants, and
(for static and adaptive targets) with and without in-batch negatives.
Statistical equivalence was tested among all approaches per model
to determine if the difference of each approach to the respective
best per measure and model is meaningful (paired TOST, 𝜖𝐿 = 0.05,
𝑝 < 0.05, 𝑛 = 43 [TREC-DL19], 𝑛 = 54 [TREC-DL20], Bonferroni
correction applied per test group). Equivalence of approaches is
indicated in Table 3 using a † symbol. Additionally, the table lists
the number of training samples seen and the total training time per
approach to compare their data/compute efficiency. For all static tar-
get variants, this includes compute time spent on hyperparameter
search to identify the optimal target value.

For nDCG@10, the static target approach without in-batch nega-
tives achieves the highest scores across all models and both datasets.
However, the distributed targets approach, while scoring slightly
lower in all setups is still statistically equivalent, except on TREC-
DL20 with RoBERTa as the base model. For Recall@1000, the adap-
tive target variant with in-batch negatives achieves the highest
scores across all models and both datasets, except for distilBERT on
TREC-DL19, where the static approach without in-batch negatives
scores higher. Additionally, in half of the test cases (distilBERT,
RoBERTa on TREC-DL19), the distributed targets are statistically
equivalent to the best score. Therefore, adaptive and distributed tar-
gets are suitable hyperparameter-free replacements for tuned static
targets for retrieval (Recall@1000) and ranking tasks (nDCG@10).

These results also highlight a large difference in training effi-
ciency. Since the static target setup requires hyperparameter tuning,
its total training time is between 3x (distilBERT) and 6x (MPNet)
higher than the distributed target approach, and between 7x and
15x higher than the adaptive target approach. When comparing
efficiency in terms of training triplets seen, two further trends are
identified: using in-batch information increases data efficiency, and
self-distillation approaches are more data efficient than their static
counterparts in all but one case (distilBERT). In-batch information
is also detrimental for static variants, suggesting that our approach
to implicit negative mining improves effectiveness. The observed
gains in compute- and data-efficiency strengthen the applicabil-
ity of our proposed approach, as it is not only on par in terms of
effectiveness but also does not require large amounts of data or
compute. Additionally, the choice of pretrained model does not
yield meaningful differences in training outcome; across all evalu-
ated setups, the absolute scores show no clear difference between
the three pretrained models, and the relative trends concerning the
individual loss variants are also stable across all pretrained models.

5.5 Comparison to Baselines
To compare the effectiveness of our proposed approach to estab-
lished alternatives, Table 4 lists nDCG@10 and Recall@1000 scores
in the full ranking setup for each of our three loss variants, as
well as scores for state-of-the-art bi-encoder models trained via
teacher distillation by Hofstätter et al. [14]. We also include evalu-
ation scores of the reproduction study by Wang and Zuccon [29].
Both studies finetune the distilBERT model exclusively, therefore
we restrict our comparison to distilBERT-based runs. The table is
grouped into approaches relying on self-distillation (adaptive and
distributed targets), teacher distillation (MarginMSE, original [14]
and reproduced [29]), and no distillation (static targets and BM25).

To compare our approach to teacher distillation, we obtained run
files from the reproduction study by Wang and Zuccon [29], and
tested for statistical equivalence of our approaches against their
best-performing run (paired TOST, 𝜖𝐿 = 0.05, 𝑝 < 0.05, 𝑛 = 43
[TREC-DL19], 𝑛 = 54 [TREC-DL20], Bonferroni correction applied
per test group). Statistical equivalence is indicated in Table 4 using
a † symbol. No run files were available for the study by Hofstätter
et al. [14], hence no statistical testing could be carried out here.
To compare data efficiency, the table also includes the number of
training triplets seen by each model. The early-stopping criterion of
Hofstätter et al. [14] terminates runs after 700-800k steps at a batch
size of 32. This puts a conservative estimate of the data seen during
training for their models at least at 22.4M training triplets. Wang
and Zuccon [29] terminate earlier, at 456 000 steps with the same
batch size for their highest-scoring run, i.e., at 14.6M triplets seen.
Their other runs use similar amounts of data. Training time is not
comparable due to the different software and hardware setups used
between our experiments and prior work. Yet, all teacher distillation
approaches require an additional cross-encoder forward pass for
the full dataset of 40M triplets for batch sampling.

For nDCG@10, the best self-distillation approach (distributed)
scores 0.07 lower than the best original teacher-distillation approach
(TAS-B batch sampling with in-batch negatives). To the scores at-
tained in the reproduction study, a difference of at most 0.04 can be
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Table 4: Comparison of our self-distillation approach (first block) with teacher distillation (second & third block) and baseline
systems (fourth block). Training setting, loss variant, batch sampling approach, use of in-batch negatives, source, and pretrained
model indicated. Best per block and column marked bold. † marks runs with statistically equivalent effectiveness compared to
best reproduced TAS-B run ([29], underlined)

Loss Variant B. Sampl. In-B. Source TREC-DL19 TREC-DL20 Data Seen
nDCG@10 Recall@1000 nDCG@10 Recall@1000 (# Triples)

Se
lf-
D
. Adaptive Rand. ✗ Ours 0.53 0.66 0.55 0.74 4.93M

Adaptive Rand. ✓ Ours 0.53 0.79† 0.51 0.82† 1.98M
Distributed Rand. ✓ Ours 0.64† 0.77† 0.62† 0.81† 7.30M

Te
ac
he
rD

is
til
la
tio

n

M
ar
gi
nM

SE

Rand. ✗ Hofstätter et al. [14] 0.69 0.77 0.65 0.80 ≈ 22.4M
Rand. ✓ Hofstätter et al. [14] 0.70 0.79 0.67 0.84 ≈ 22.4M
TAS-B ✗ Hofstätter et al. [14] 0.69 0.78 0.67 0.83 ≈ 22.4M
TAS-B ✓ Hofstätter et al. [14] 0.71 0.85 0.69 0.87 ≈ 22.4M
Rand. ✗ Wang and Zuccon [29] 0.68 0.78 0.66 0.82 ≈ 14.6M
Rand. ✓ Wang and Zuccon [29] 0.61 0.66 0.60 0.75 ≈ 14.6M
TAS-B ✗ Wang and Zuccon [29] 0.67 0.79 0.66 0.83 ≈ 14.6M
TAS-B ✓ Wang and Zuccon [29] 0.66 0.75 0.62 0.79 ≈ 14.6M

N
o
D
is
t. BM25 — — — 0.50 0.74 0.48 0.81 —

Static (Tuned) Rand. ✗ Ours 0.65† 0.79† 0.63† 0.82† 5.2M
Static (Tuned) Rand. ✓ Ours 0.56 0.77† 0.53 0.82† 2.2M
Static (𝜖 = 1) Rand. ✗ Hofstätter et al. [14] 0.60 0.71 0.60 0.76 ≈ 22.4M

observed, and the effectiveness is statistically equivalent in all cases.
For Recall@1000, a similar trend is observable: compared to the orig-
inal teacher-distillation approach, ours scores lower by 0.06 at most
(adaptive with in-batch negatives), yet still statistically equivalent
to the reproduction study. This attests to our approach’s competi-
tive effectiveness, matching the scores of teacher-distillation-based
approaches. When comparing the static target approach, we can
make two observations: first, tuning the target hyperparameter
yields a large increase in Recall@1000, but less so for nDCG@10.
Second, it also matches the effectiveness of the teacher-distilled
models in the reproduction study, further calling into question if
the expense of teacher score inference is worth the marginal in-
crease in effectiveness. Yet, the static targets variant necessitates
hyperparameter tuning, and thus incurs higher computation cost
(see Table 3) while offering similar effectiveness as self-distillation.
The data efficiency of the self-distillation approach is between 2x/3x
(distributed) and 7x/11x (adaptive) better than the teacher-based
approaches.

6 CONCLUSION
In this paper, we investigated self-distillation with distributed rele-
vance margins as a new approach to fine-tuning bi-encoder models
for retrieval and ranking tasks. We proposed adaptive relevance
margins as a novel self-distillation loss function. In contrast to pre-
vious teacher-distillation-based approaches, it eliminates the need
for a teacher model and batch sampling procedure, and is hyperpa-
rameter-free. This is achieved by replacing the teacher signal with a
text-to-text similarity score estimated by the fine-tuned model itself.
Additionally, we introduced distributed targets, extending the adap-
tive approach with a novel approach to using in-batch information.
Both variants perform implicit in-batch negative mining.

Our experimental study demonstrated the effectiveness and train-
ing efficiency of the self-distillation approach. We have shown
that both adaptive and distributed targets achieve competitive
effectiveness while requiring substantially less training triplets
and training compute time compared to state-of-the-art teacher-
distillation methods. At the same time, we have demonstrated that
teacher-distillation only offers marginal yields in effectiveness over
hyperparameter-tuned static margin losses. Our results underline
the viability of self-distillation as an alternative for training bi-
encoder models, as it is data-efficient and hyperparameter-free.

Self-distillation could also find applications in information re-
trieval beyond bi-encoder training. In future work we will investi-
gate if it can be applied to pairwise cross-encoder training, which
also uses triplets of a query and a positive/negative document.
Further, the implicit negative mining aspect of adaptive and dis-
tributed targets can be extended further, e.g., by incorporating
different scaling-, weighting-, or cutoff-schemes. Optimizing a sin-
gle positive-negative pair against a distribution of target margins is
also a promising direction for future work that we will investigate.
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