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Abstract
How good are humans at writing and judging responses in retrieval-
augmented generation (RAG) scenarios? To answer this question,
we investigate the efficacy of crowdsourcing for RAG through two
complementary studies: response writing and response utility judg-
ment. We present the Crowd RAG Corpus 2025 (CrowdRAG-25),
which consists of 903 human-written and 903 LLM-generated re-
sponses for the 301 topics of the TREC RAG’24 track, across the
three discourse styles ‘bulleted list’, ‘essay’, and ‘news’. For a se-
lection of 65 topics, the corpus further contains 47,320 pairwise
human judgments and 10,556 pairwise LLM judgments across seven
utility dimensions (e.g., coverage and coherence). Our analyses give
insights into human writing behavior for RAG and the viability of
crowdsourcing for RAG evaluation. Human pairwise judgments
provide reliable and cost-effective results compared to LLM-based
pairwise or human/LLM-based pointwise judgments, as well as
automated comparisons with human-written reference responses.
All our data and tools are freely available.1

CCS Concepts
• Information systems→ Evaluation of retrieval results; Lan-
guage models.
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Table 1: Key figures of CRAGC-25 and the two crowdsourcing
studies carried out to compile the corpus.

The Crowd RAG Corpus 2025

RAG Response Writing RAG Response Judgment

Topics (TREC RAG’24 [30]) 301 Topics (TREC RAG’24 [30]) 65
RAG responses 1,806 Quality criteria [12] 7

↰

Bullet list style 301 + 301 Response pairs 1,352

↰

Essay style 301 + 301 pairwise judgments 47,320

↰

News style 301 + 301 pairwise judgments 10,556

Human workers 34 Crowd judges 420
Words per response ≈ 270 Judgments per judge 112
Time per response ≈ 11 min. Time per judgment ≈ 0.6 min.
Hourly rate ≈ $14.40 Hourly rate ≈ $13.20

Cost per response $2.89 Cost per (gold) judgment ($0.30) $0.06

1 Introduction
The introduction of large language models (LLMs) caused a para-
digm shift in information retrieval (IR). LLMs enabled the devel-
opment of a new generation of search engines that implement
retrieval-augmented generation (RAG) [20]: Instead of the tradi-
tional search engine results page in the form of a ranked list of
retrieved documents (list SERP), RAG systems return a text re-
sponse in the style of a direct answer [29] (text SERP [12]). The
goal of RAG systems is to relieve users from browsing search re-
sults by synthesizing direct, coherent, and satisfactory answers to
their queries, based on information from documents retrieved by a
backend search engine.

Unlike for traditional search engines, there is currently no com-
munity-wide standard for the evaluation of RAG systems in labo-
ratory settings. Therefore, many new evaluation approaches have
been proposed in the last two years (see Section 2). They can be
grouped into two basic paradigms [12]: judgment-based evaluation,
inspired by traditional IR evaluation, which ranks systems by assign-
ing explicit utility judgments to their responses, and reference-based
evaluation, inspired by summarization research, which ranks sys-
tems by comparing their generated response to a ground-truth ref-
erence using a similarity measure. Despite their past successful use
in natural language generation tasks, the former is not very scalable,
whereas the latter, apart from a high up-front overhead, still lacks
similarity measures that correlate with user preferences [14, 46].
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In both cases, LLMs have been proposed and used to replace hu-
man judges [8, 10, 30, 41], to generate reference texts [18], and as
new, advanced similarity measures [21]. The use of LLMs to judge
LLM-generated RAG responses, however, has been criticized [6, 36],
arguing for humans as the only valid source of utility evidence,
possibly supported by LLMs [7, 9].

To our knowledge, no systematic investigation of the capabilities
and limitations of human-sourced ground-truth data for retrieval-
augmented generation has not done so far. We therefore investigate
the viability of crowdsourcing as a scalable alternative for RAG
evaluation. With cost-effectiveness in mind, we ask how well hu-
mans can write reference RAG responses, and how reliable and
valid crowdsourced RAG response judgments are, using LLM-based
responses, and judgments, respectively, for comparison. As a result,
we compile the Crowd RAG Corpus 2025 (CrowdRAG-25) summa-
rized in Table 1. First, for reference-based evaluation, we collect
903 human-written and 903 LLM-generated RAG responses for all
301 topics of the TREC RAG’24 track [30], encompassing 301 re-
sponses for each of three potential RAG discourse styles: bulleted
lists, essays, and news. Second, all 1,806 responses are judged by a
different group of human crowd workers, and an LLM. We collect
a total of 47,320 pairwise human judgments and 10,556 pairwise
LLM judgments across seven RAG-specific utility dimensions [12].
Our analysis compares the writing of humans and LLMs for RAG,
and the efficacy of both evaluation paradigms in obtaining reliable
and valid results.

2 Related Work
We review evaluation approaches for retrieval-augmented genera-
tion systems and then discuss related work on using crowdsourcing
and LLMs as sources of ground-truth in IR and beyond.

Retrieval-Augmented Generation. Retrieval-augmented genera-
tion (RAG) has been originally proposed as a means to reduce
confabulations in pre-trained LLMs by conditioning them on doc-
uments relevant to a given prompt that are retrieved during gen-
eration [20]. However, this implicit form of augmentation at the
attention level was quickly complemented by an explicit augmen-
tation at the instruction level [12]: Rather than just producing
statements that correctly reproduce retrieved sources with a high
probability, RAG systems are now expected to explicitly cite them.
Today’s RAG systems replace the traditional listing of sources on
a search results page (list SERP) with a summary referencing the
retrieved sources (text SERP). Gao et al. [11] provide an overview of
the state of the art in RAG approaches. The shape of RAG responses
has quickly arrived at what amounts to a new industry standard.
However, no consensus has yet been reached on how RAG systems
should be evaluated. In the literature on RAG evaluation, two basic
paradigms can be distinguished: reference-based evaluation and
judgment-based evaluation. For both, a key point of discussion is
to what extent the evaluation can be automated.

Reference-based Evaluation. Since RAG responses are a kind of
multi-document summary, following summarization evaluation,
reference-based evaluation measures the utility of a RAG response
by comparing it with a ground-truth response on the same topic [12].
Corresponding RAG benchmarks have been developed [4, 10, 24, 25,

37, 43], where the comparison is made using a similarity measure
such as BLEU [28], ROUGE [23], BERTScore [45], exact matching,
or fine-tuned language models [22]. However, reference-based eval-
uation has been shown to not accurately differentiate the actual
effectiveness of systems: For example, for news summarization,
Zhang et al. [46] and Goyal et al. [14] show that human prefer-
ences often do not match reference-based results. For RAG, these
measures have not been validated against human preferences.

Judgment-based Evaluation. Following traditional IR evaluation,
judgment-based evaluation assigns explicit utility judgments to
RAG responses. Gienapp et al. [12] review existing work and com-
pile an overview of the different utility dimensions for RAG, grouped
under the five top-level dimensions of coherence, coverage, consis-
tency, correctness, and clarity. Hosking et al. [16] collected human
judgments for a generic language generation task and found that
undifferentiated judgments tend to be biased against certain utility
dimensions. Other studies relying on human judgments focus only
on subsets of the utility dimensions [18, 47].

LLM-based Evaluation Automation. As of recently, LLMs are be-
ing used to collect query relevance judgments (qrels) [9, 26, 31,
32, 38, 40, 41]. Moreover, LLMs have been used for ‘query utility
judgments’ (qutils) for RAG responses as well [8, 10, 21]. Reference-
based ground-truth data is also increasingly produced using LLMs
across disciplines, including generating documents [39] and ground-
truth responses [18]. LLMs are also used to generate synthetic train-
ing data to fine-tune evaluation models [34]. For text generation,
LLMs have produced output that human test subjects found hard
to distinguish from human-written texts [5], surpassing the latters’
quality on specific tasks [46]. However, the use of LLMs to evaluate
LLM output has been criticized as circular [6, 36].

Crowdsourcing for Evaluation. Crowdsourcing has been success-
fully used as a source of query relevance judgments in IR. It has
been shown to produce reliable judgments [33] in a scalable man-
ner [2] that can be validated with expert judgments [3]. Quality
dimensions beyond relevance have also been successfully measured
in this way [13]. However, given that Hosking et al.’s [16] results
suggest that asking a human for a single, overall judgment of a
RAG response tends to introduce bias, e.g., against factuality and
consistency in responses, differentiated utility judgments may be
necessary. Moreover, Hosking et al. corroborate the findings of
multiple related studies [13, 14, 27, 46] that show that pairwise
judgments produce reliable outcomes with respect to fine-grained
text quality dimensions, contrary to pointwise judgments. Crowd-
sourcing has also been employed to collect human-written text.
For example, Zhang et al. [46] conducted a crowdsourcing study
to evaluate single-document news summarization, where crowd
workers formulated reference summaries. Verroios and Bernstein
[42] collected human-written summaries in a multi-stage writing
process. Hagen et al. [15] analyzed writing progress and source us-
age for open-ended writing tasks with multiple source documents.
The viability of crowdsourcing for collecting judgments and text
has thus been extensively demonstrated, both in IR and beyond.
Crowdsourcing will therefore also be useful for RAG evaluation.
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3 The Crowd RAG Corpus 2025
Following established best practices for crowdsourcing [1, 44], we
design two crowdsourcing studies to gather RAG responses, query
utility judgments, and sufficient evidence to verify the study design.

3.1 RAG Response Writing
With the first crowdsourcing study, we gather human-written RAG
responses for a set of topics, written in three different discourse
styles. Similarly, LLM responses are compiled for comparison.

3.1.1 Topics, Retrieval Results, and Preliminary Steps. To crowd-
source RAG responses, a set of topics is required, where for each
topic a ranked list of relevant retrieval results is available. To max-
imize synergies with existing and future research, we reuse the
301 topics of the recent TREC RAG’24 track [30]. The track also
supplies a document collection, where each document has been pre-
processed to extract a total of 113M passages. One of the tasks at
TREC RAG’24 was to retrieve relevant passages for RAG response
generation, and we reused the system webis-01 for our study, one
of the top most effective at TREC RAG’24 with a focus on recall.

3.1.2 Study Design. For every topic and its top-20 most relevant
passages, a crowd worker was tasked with composing a 250 word
RAG response. The web-based writing interface we implemented
shows a text editor and next to it the 20 retrieved passages as
a ranked list. Since this list exceeds the screen height, scrolling
through it does not move the editor out of view. A basic JavaScript-
based search allows a worker to filter the passages. Workers re-
ceived writing instructions, an explanation of our study, and guide-
lines to cite claims taken from passages using a prescribed citation
format, with multiple references where applicable. Workers were
also prohibited from using language models to complete the task.
In this respect, we informed them that we tracked their interac-
tions with our interface including saving the current text version
at 300ms intervals until completion, as well as clicks, copy/paste
events, dwell times, key presses, etc., via the BigBro library [35].

As part of our research, we were interested in studying alterna-
tive discourse styles of RAG responses. For each topic, we asked
three different workers to compose their RAG response in one of
the following discourse styles: (1) bullet list style, listing all the
points relevant to the topic as a bulleted list; (2) essay style, starting
with a clear thesis, then providing arguments, and finishing with a
conclusion; and (3) news style, starting with the lead, then providing
the important details, and lastly adding background information
(i.e., the “inverted pyramid” scheme of news article).

3.1.3 Worker Recruitment. We recruit workers on the Upwork plat-
form.2 A detailed job ad was posted to which interested workers
could apply. They were hired after manual review of their worker
profile, their previous work, and successfully writing a paid re-
sponse for an example topic. A total of 34 workers were recruited.
On average, each worker composed 26 responses.

3.1.4 Review Process. We identify four factors that could impact
the quality of the collected text responses: (1) bad input data, i.e.,
the topic or the retrieved passages not being suitable to formulate
high-quality responses, (2) workers misunderstanding assignments,
2www.upwork.com

(3) usage of generative models, and (4) spam. We account for these
factors through a combination of entry and exit questionnaires,
manual checks, and user interaction analysis.

To check for bad input data and task understanding, workers
were asked to fill out entry and exit questionnaires. The entry
questionnaire asks for a self-assessment on topic knowledge and
expertise, and whether a worker considers the topic answerable
as well as whether it is controversial. The exit questionnaire asks
for how satisfied a worker was with their response, if the provided
passages were adequate sources of knowledge on the topic, and
whether own prior knowledge was introduced. All questions were
answered on either a 1-5 Likert scale or a ternary ‘yes’/‘maybe’/‘no’
scale. Self-assessed worker knowledge and expertise were highly
correlated (𝜌 = 0.88), with expertise (median of 1/5) slightly lower
than knowledge (median of 2/5). The quality of passages showed
no significant correlation with the self-assessed use of own prior
knowledge (𝜌 = −0.04). Prior knowledge use was generally low
(assessed 1/5 for 66% of responses), while result passage quality
was consistently judged high (median judgment of 4/5). In 60% of
the responses, workers reported that some of the given passages
were omitted. Omissions were not contingent on passage quality,
as the proportion of omissions is approximately the same for each
quality level. Workers are largely satisfied with their responses
(87% positive). These findings indicate that (1) workers have con-
fidence in their work, despite low initial self-assessed expertise;
(2) the provided passages were considered sufficient; (3) workers
relied heavily on the passages to formulate their responses; and
(4) workers tend to curate the passages.

The reliability of this self-assessment, however, depends on
worker faithfulness. We therefore conducted manual checks to
judge overall response quality. Before hiring a worker, we provided
an initial set of three topics. The submitted responses were manu-
ally screened and feedback was given to workers on assignment
adherence and writing quality. If successful, a contract for addi-
tional batches of topics was drawn up. Our screening ensured that
workers understand the assignment and drastically reduced spam.

To further ensure that responses were genuine human writing,
we manually reviewed every response via a web interface that
allows an accelerated replay of user interface interactions. We also
watched out for common signs of LLM usage, such as copy-paste
interactions of non-source material, sudden jumps in character
count, completely homogeneous keyboard inputs, and absence of
typing error corrections. This hybrid approach was trialed in a pilot
study, where multiple instances of LLM usage were successfully
spotted. Hired workers were made aware of our checks.

3.1.5 Scale and Cost. In total, 903 responses were collected; 86 re-
sponses were repeated due to workers failing our spam detection
or screening for writing assistance tools. Some workers, who sub-
mitted responses that were rejected, were still compensated for
their effort upon manual review, but all were discarded from the
final response pool. A flat amount of $2.50 was paid per individual
response, resulting in an hourly wage of $14.40 at an average work
time of 10:22 minutes per response. The total cost for collecting the
human RAG responses was $2,610.32, which includes pilot study
payments, platform fees, and tax.

www.upwork.com
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Table 2: Pairwise operationalization of utility dimensions
proposed by Gienapp et al. [12], as well as overall quality.

Dimension Question (Which response...)

Topical Correctness ... better answers the query?
Logical Coherence ... is easier to follow?
Stylistic Coherence ... has a more consistent writing style?
Broad Coverage ... looks at more aspects of the topic?
Deep Coverage ... explains things more in detail?
Internal Consistency ... is clearer about how different views fit together?

Overall Quality ... is better overall?

3.1.6 LLMResponses. UsingOpenAI’s GPT-4omodel, version 2024-
08-06, we generated responses for each topic and discourse style,
prompting it with the same instructions and passages given to the
human workers. The total inference cost was $23.32.

3.2 Pairwise Utility Judgment
With the second crowdsourcing study, we gather pairwise judg-
ments for seven RAG utility dimensions.

3.2.1 Study Design. We sampled 65 of the 301 TREC topics (60 top-
ics as a 20% test split, 5 topics for pilot experiments). Each topic
has six responses (three human-written, three LLM-generated). We
thus add to the comparison pool per topic all 15 unique pairings
of responses (975 pairs total) to be judged, and for a third of them
(stratified by length and origin) the reverse pairing as well. The
comparison pool comprises a total of 1,352 pairs. For each pair,
utility is judged according to seven dimensions. Following Gienapp
et al. [12], we adapt six of their ten dimensions, omitting external
consistency and factual correctness, which require an in-depth com-
parative text analysis between RAG response and its sources, and
both clarity dimensions, as they depend on the user information
need, which has not been explicitly described for the TREC topics.
Like Hosking et al. [16], we add an overall quality judgment as
a baseline. All pairwise utility judgments for each of the utility
dimensions permit a neutral response option, with the exception
of overall quality, which mandates a definitive answer.

A single questionnaire consists of 15 individual response pairs,
each with its topic, randomly sampled and stratified by response
length to ensure equal workload. We employ five different workers
for each questionnaire. Workers receive preliminary instructions
covering the study objective, interface guide, data presentation
details, and judgment protocol. We track user interaction data for
spam detection via the BigBro library [35], including clicks and
dwell time.

3.2.2 Worker Recruitment. We recruit workers via the Prolific plat-
form,3 applying selection criteria to only recruit workers whose
primary language is English, who live in countries with English as
official language, who have an approval rate higher than 99%, and
who have previously completed at least 500 tasks. In total, 420 indi-
vidual workers were recruited. On average, a worker contributed
judgments for 16 response pairs, with a minimum of eleven and a
maximum of 46.
3www.prolific.com

3.2.3 Review Process. We identify three factors that could impact
the quality of the collected judgments: (1) spam, (2) misunderstood
assignment, and (3) under-performingworkers.We address spam by
screening submissions by total time taken, with a lower acceptance
limit of 10minutes per questionnaire, i.e., 20 seconds per text in each
response pair, corresponding to fast read time of 120 words (half of
average text length). Submissions faster than that were rejected and
re-judged by different workers. We address the other two factors
through replication. Since response pairs are distributed randomly,
i.e., a different set of workers judged each pair, the probability of the
majority of workers simultaneously misunderstanding or under-
performing is low per response pair. Further, we use MACE [17]
to estimate worker competency scores, inducing a trustworthy
gold label for each pairwise comparison as a competence-weighted
majority vote. Both these measures do not prevent systematic task
failure, i.e., the majority of workers not being able to complete
the task. We investigate this by cross-checking a sample of items
with expert judgments (Section 3.3.2), and find no evidence for
systematic failure (Section 5.1).

3.2.4 Scale and Cost. In total, 47,320 unique pairwise judgments
were collected, 6,760 for each of the seven utility dimensions. A flat
amount of $5.50 was paid per individual questionnaire, resulting in
an hourly wage of $13.20, with an average time of 25:00 minutes
spent. The total costs were $3,672.54, including pilot study costs,
platform fees, and tax.

3.2.5 LLM Judgments. We use OpenAI’s GPT-4o model, version
2024-08-06, to collect pairwise utility judgments automatically. The
model received the same instructions as given to the human judges,
experimenting with two setups: judging all utility dimensions si-
multaneously for a given topic and response pair, and separately
per dimension. We collect LLM judgments on all response pairs
where humans judged both directions, for a total of 10,556 individ-
ual judgments. Inference was conducted with temperature zero to
ensure consistent results. The total cost was $44.70.

3.3 Verification Studies
3.3.1 Pointwise Judgments. As baseline for pairwise utility judg-
ment, we also attempted to judge the seven utility dimensions in
a pointwise manner. Each dimension is judged given (1) a short
question text, prompting for a judgment between two given ex-
tremes A and B of that utility dimension (e.g., ‘basic’ and ‘detailed’
for deep coverage); (2) a description, illustrating the judged concept
and providing exemplary descriptions of both extremes; and (3) a
four-point Likert scale, (e.g., ‘very basic’, ‘somewhat basic’, ‘some-
what detailed’, and ‘very detailed’). In total, 1,645 judgments were
collected for a set of 47 unique, randomly chosen responses, each
judged by five different workers. Workers were recruited and their
work reviewed as described above (Section 3.2.2). A flat amount
of $10.50 was paid per questionnaire, with an hourly wage of $13.40,
for a total of $204.75, including platform fees and tax.

3.3.2 Expert Judgments. We sample a set of 30 response pairs
deemed hard to decide for crowd workers (see Section 5.1). Three
persons from the author team served as expert judges. They used
the same study design as the crowd workers.

www.prolific.com


The Viability of Crowdsourcing for RAG Evaluation SIGIR ’25, July 13–18, 2025, Padua, Italy.

200 300
No. Words

Bullet

Essay

News

5 10 15
No. Statements

10 20
No. Citations

Figure 1: Distribution of space-separated words, citation-
separated statements, and unique cited documents, per type
and origin ( LLM, Human).

4 Analysis of RAG Response Writing
Humans and LLMs reveal distinct patterns in their writing and use
of documents when formulating responses. Our investigation into
these patterns is structured around five key questions: (1) How
many and which of the documents are used by workers? (2) Does
the given ranking order matter, or do workers treat the retrieved
documents as a set? (3) Is information transferred verbatim, or
paraphrased? (4) Where and how are citations located within the
text? (5) How accessible is the final response to readers?

This section thus presents a systematic examination of response
characteristics through descriptive statistics. In congruence with
the posed questions, it analyses document selection, citation order,
text reuse, attribution position and granularity, and readability, for
both human workers and LLMs. We segment the raw text responses
into individual statements using the explicit citation markers as
delimiters, with both human workers and LLMs having received
identical citation formatting instructions (bracketed numbers).

4.1 General Characteristics
Figure 1 presents the distribution of word count, statement count,
and citation count over responses across writing styles and origins,
excluding non-responses below 50 words. Both human workers
and LLMs remain close to the 250-word target, with LLM responses
exhibiting lower variance and marginally shorter lengths. They
also contain fewer statements with reduced variation in count, yet
employ more unique documents: humans use an average of 6.3
documents of the available 20 per response, while LLMs draw from
9.2. Moreover, human workers cite more individual documents (2.1
citations per document versus LLMs’ 1.35) but incorporate fewer
documents per statement (1.62 versus LLMs’ 1.93). This pattern,
combined with the humans’ shorter statement length, indicates
more granular information attribution: humans segment informa-
tion into smaller units with precise document attribution, while
LLMs favor broader statements, synthesizing multiple documents.

4.2 Document Selection
To more closely examine document selection criteria, we calculate
the Jaccard coefficient between cited and available documents. In an
extension of the overall citation counts as shown in Figure 1, the first
partition of Table 3 breaks down document selection by text style.
The disparity in document count is most pronounced in bullet-style
responses, where humans cite their minimum of 4.4 documents
against LLMs’ maximum of 10.8. For essay-style responses, almost

Table 3: Mean and 95% CI of Jaccard coefficient and Spear-
mans’ 𝜌 correlation, for different pairings of citation sets.

Measure Pair Bullet Essay News Avg.

Jaccard-Coeff.
0.22 ± 0.12 0.43 ± 0.25 0.29 ± 0.22 0.31
0.54 ± 0.14 0.41 ± 0.11 0.43 ± 0.11 0.46
0.30 ± 0.17 0.38 ± 0.18 0.31 ± 0.16 0.33

Spearmans’ 𝜌
0.51 ± 0.61 0.35 ± 0.52 0.33 ± 0.64 0.39
0.24 ± 0.39 0.34 ± 0.44 0.30 ± 0.48 0.29
0.39 ± 0.70 0.36 ± 0.62 0.32 ± 0.71 0.36

= Human, = LLM, = Document Ranking
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Bullet 3.7 7.2 11.2 11.8
Essay 6.5 6.3 11.6 11.5
News 4.7 6.6 11.1 11.5

Avg. 5.0 6.7 11.3 11.6

Figure 2: Left: probability of a document being cited by rank
position; Right: median rank of cited and uncited documents,
per response style and origin ( / LLM, / Human).

equal counts of documents are used, while news-style responses
again exhibit a slightly higher count for LLM-written responses. The
specific documents used differ, too, with a Jaccard overlap of only
0.33 on average between human-cited and LLM-cited documents.
This selection in both cases appears to be influenced by the order of
documents. In Figure 2 (left), the probability of a document being
cited decreases with ranking position. In Figure 2 (right), the table
shows that this effect is visible across all writing styles, as the
median rank of documents (averaged across all topics) cited in the
response is much lower than for uncited documents.

4.3 Citation Order
While rank position influences document selection, it might also
influence the structure of the text, evident if the input ranking or-
der is similar to the documents’ citation order in-text. We calculate
Spearman’s 𝜌 correlation coefficient between a documents’ rank
position and its relative position in the response, excluding uncited
documents. The second partition of Table 3 details the resulting
distribution of 𝜌 . Both human workers and LLMs demonstrate
weak positive correlations between citation and ranking order (first
two lines), with humans exhibiting consistently higher correla-
tions across all response styles. Bullet-style responses show the
strongest adherence to initial ranking, while news-style responses
score lowest. Human responses display greater variance in correla-
tion values suggesting that they make more pronounced deviations
when choosing alternative orderings. However, an average correla-
tion of only 0.39 for humans and 0.29 for LLMs indicates that both
primarily treat documents as unordered sets. When examining the
overlapping subset of documents cited by both groups (last line),
the low correlation (0.37) indicates that both re-rank differently.
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per sentence-BLEU score.
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Figure 4: Relative density of citations over normalized text
position per style and origin ( LLM, Human).

4.4 Text Reuse
To quantify the occurrence of text reuse, i.e., copying between doc-
uments and response, we compute sentence-BLEU [28] between
each statement of a response and its cited documents, using a max-
imum ngram-order of 8. Figure 3 displays the cumulative score
distributions per response style and origin. LLM responses con-
sistently show sentence-BLEU scores below 25 with no deviation
across styles, while human responses exhibit style-dependent vari-
ation. For news and essay styles, 75% and 88% of human responses
respectively score below the maximum LLM value of 25. Bullet-
style responses demonstrate substantially higher verbatim copying.
This style-specific divergence reflects distinct writing strategies. A
cursory qualitative analysis of bullet-style responses reveals that
LLMs primarily organize responses by answer aspects, each citing
multiple documents and building an abstractive micro-summary
around it, while humans tend to organize responses by document
rank position, favoring passage reuse and creating bullet lists that
mirror list-SERP anchor texts.

4.5 Attribution Position & Granularity
Figure 4 illustrates the relative citation density across normalized
text positions, revealing distinct patterns in reference distribution.
All response styles exhibit an initial lag, as there is always text
preceding the first citation, followed by consistent citation den-
sity throughout the text. This onset is more pronounced for LLM-
written responses, indicating that their first citation occurs later
on average. Additionally, essay-style responses uniquely show de-
creased citation density in their concluding segments, suggesting
unreferenced summary statements. Humans demonstrate higher
overall citation density in essay and news styles, indicating more
granular source attribution. Bullet-style responses, however, show
comparable citation densities between humans and LLMs.
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Figure 5: Distribution of Flesch reading ease index scores for
responses and their cited documents , per origin.

4.6 Readability
To judge and compare the accessibility of responses, we compare
text readability scores between human and LLM-generated content,
as well as the documents they cite. We calculate Flesch reading ease
indices [19] at the statement level, for both the statement text and
the document it cites. An aggregate score pair for each response
and its sources is built using the median of its respective statements’
and the median of the cited documents’ scores. Figure 5 plots the
distribution of both readability scores for human- and LLM-written
texts, respectively. Negligible deviation was apparent between text
styles in both cases, hence their distinction is omitted from the plot.
Human-authored responses maintain readability levels matching
their cited documents, both exhibiting normally distributed scores
centered around a score of 50, corresponding to high school read-
ing level. In contrast, while the cited documents used by LLMs
follow a similar normal distribution centered around a score of
50, their generated text shows markedly lower readability with a
distribution centered at slightly above 20, corresponding to college-
to university-level reading ease. This suggest that LLMs tend to in-
crease text complexity when reformulating content, potentially due
to their tendency to combine aspects from multiple documents into
densely packed statements, while humans, as shown in previous
subsections, align their writing more closely to the cited documents.

4.7 Summary
Human and LLM writing behaviors differ in several aspects. LLMs
produce responses with lower variance in length and fewer state-
ments, but draw from a broader set of documents. Document selec-
tion differs, though both LLMs and human workers are influenced
by input ranking order. Citation sequencing demonstrates weak
correlations with input order, indicating treatment of the top docu-
ments as unordered sets. Text reuse analysis shows LLMs exhibit
low source overlap, while humans tend to include more verba-
tim short-span reuse. Readability judgment demonstrates humans
maintain reading ease, while LLMs generate more complex text.
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Table 4: Krippendorff’s 𝛼 agreement for pairwise RAG utility
judgment. The minimal differentiability split includes items
where for a majority of dimensions, no majority vote is es-
tablished by the five crowd judges. ‘Pntw’ denotes pointwise
judgments from the verification study, 𝑛Items = 410.

Util. D. Complete Data Min.-Diff. Split Diff. Split

Pn
tw

.

𝑛Items = 1352 𝑛Items = 290 𝑛Items = 1062

𝛼 (C) 𝛼 (C*) 𝛼 (C) 𝛼 (E) 𝛼 (C) 𝛼 (C*) 𝛼 (C*)

Top. Cor. 0.19 0.43 −0.11 −0.01 0.28 0.48 0.22
Log. Coh. 0.18 0.39 0.03 0.09 0.23 0.46 0.21
Styl. Coh. 0.11 0.38 −0.08 0.08 0.17 0.44 0.21
Brd. Cov. 0.28 0.44 −0.07 0.01 0.37 0.51 0.23
Dp. Cov. 0.28 0.45 −0.04 0.10 0.36 0.51 0.21
Int. Con. 0.14 0.42 −0.12 −0.14 0.22 0.49 0.21
Ovr. Qu. 0.17 0.39 −0.12 0.08 0.24 0.47 0.19

Mean 0.19 0.41 −0.07 0.03 0.27 0.48 0.21

E = Expert, C = Crowd, C* = Competency-corrected Crowd

5 Crowdsourcing for RAG Evaluation
We investigate the suitability of crowdsourcing to gather data for
both reference-based and judgment-based RAG evaluation guided
by three central questions: (1) Is crowdsourcing suitable for utility
judgments? (2) How do human-written and LLM-generated RAG re-
sponses compare with respect to the different utility dimensions in
judgment-based evaluation? (3) Do reference-based evaluation met-
rics succeed in reproducing the system ranking given by preference
data? (4) Can LLMs successfully serve as utility judges, reproducing
crowd judgment? This section thus present a systematic examina-
tion of the reliability of crowdsourced data, the two RAG evaluation
paradigms, and the competing LLM-as-judge approach.

5.1 Crowdsourcing Reliability
We establish the reliability of the collected data by investigating
worker agreement, presence of order bias, and interdependence of
utility dimensions.

Agreement & Competency. We assess crowd judgments reliabil-
ity using Krippendorff’s 𝛼 for ordinal judgments. Table 4 shows
agreement values for the complete set of collected judgments (C).
Initial agreement appears low, averaging 0.19 with substantial vari-
ance across utility dimensions. Yet, two primary sources of low
agreement emerge: worker competency limitations and pairs with
minimal differentiability, where both responses are too similar to en-
able consistent comparative judgments. To address these challenges,
we employ two complementary strategies. First, we use MACE [17]
to estimate worker competency scores and generate competency-
corrected gold labels. Judgments submitted by the lowest-scoring
workers in terms of competency were subsequently removed from
the judgment pool, ensuring that at least three judgments remain
for all pairs. This excludes approximately the lower quarter of the
workers from consideration (C*). This substantially improves agree-
ment, more than doubling the average to 0.41 with reduced variance.
Second, we identify minimally differentiable item pairs through
voting behavior: pairs lacking a majority vote (3 out of 5) across
a majority of utility dimensions (4 out of 7). Approximately 20%

Table 5: Krippendoff’s 𝛼 agreement and maximum delta be-
tween individual directions (←/→) and combined set (↔) for
within-item order effects, and 1st and 2nd half of items in a
questionnaire for across-item order effects.

Util. D. Within-item Order Across-item Order
𝑛Items = 377 𝑛Items = 1352

𝛼 (←) 𝛼 (→) 𝛼 (↔) Δmax 𝛼 (1st ) 𝛼 (2nd ) Δ

Top. Cor. 0.18 0.19 0.17 0.02 0.18 0.20 0.01
Log. Coh. 0.18 0.19 0.18 0.01 0.18 0.18 0.00
Styl. Coh. 0.08 0.14 0.10 0.04 0.11 0.11 0.00
Brd. Cov. 0.27 0.28 0.26 0.02 0.28 0.28 0.00
Dp. Cov. 0.27 0.27 0.26 0.01 0.28 0.27 0.01
Int. Con. 0.13 0.15 0.14 0.01 0.13 0.16 0.02
Ovr. Qu. 0.16 0.17 0.15 0.02 0.15 0.18 0.03

Mean 0.18 0.20 0.18 0.01 0.19 0.20 0.01

of pairs fall into this category. A targeted expert validation of a
30-item sub-sample reveals that while experts demonstrate higher
absolute agreement, both crowd and expert workers fail to estab-
lish a reliable vote. Notably, experts show a higher tendency for
neutral choices, which crowd workers tend to avoid, thereby ampli-
fying disagreement. We thus conclude that agreement is negatively
impacted by both a small set of low-competency crowd workers
and a small set of minimally differentiable items. After applying
correction for both factors, the resulting gold labels are subject
to agreement levels (marked bold in Table) comparable and even
exceeding previous IR and NLP literature [14, 46] and we deem
them reliable. Additionally, investigate the agreement attainable
in a pointwise study design (Section 3.3.1) for comparison. After
applying the same MACE competency correction, the resulting
agreement is still very low at 0.21, not better than the uncorrected
pairwise scores. The pairwise study design, while more expensive,
thus offers a substantial improvement in reliability. In future stud-
ies, more rigorous screening for worker competency could help
improve cost efficiency.

Order Bias. We distinguish two types of order effects: within-
item and across-item. Within-item order effects occur when the
presentation sequence of two responses within a single question-
naire item influences judge decisions, such as a preference for the
first option. Across-item order effects occur when the sequence
of items in a questionnaire systematically impacts judgments, po-
tentially due to learning or fatigue. As presented in Table 5, for
within-item order, we examine the subset of comparisons where
both response directions were independently judged. Under order
bias, we would expect higher agreement among workers when
analyzing each direction (← /→) separately compared to pooled
results (↔). For across-item order, we split the dataset by item po-
sition in each worker’s questionnaire, i.e., the first seven response
pairs (1st) and the remaining response pairs (2nd) of each ques-
tionnaire. As questionnaire order is randomized, any difference
in agreement between the two halves would originate from study
design, not data characteristics. For both effect types, the agreement
values remain nearly identical, both overall as well as for individual
utility dimensions, suggesting that judge decisions are robust to
presentation order.
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Table 6: Kendall’s 𝜏 correlation cross-tabulation between gold
labels of all quality dimensions. Columns use initial letters
to designate utility dimensions.

Utility Dimension T L S B D I O

Topical Correctness 0.30 0.35 0.42 0.46 0.45 0.52
Logical Coherence 0.30 0.34 0.18 0.20 0.30 0.37
Stylistic Coherence 0.35 0.34 0.23 0.29 0.36 0.36
Broad Coverage 0.42 0.18 0.23 0.57 0.38 0.42
Deep Coverage 0.46 0.20 0.29 0.57 0.40 0.43
Internal Consinstency 0.45 0.30 0.36 0.38 0.40 0.45
Overall Quality 0.52 0.37 0.36 0.42 0.43 0.45

Mean 0.42 0.28 0.32 0.37 0.39 0.39 0.43

Interdependence of Utility. To assess crowd workers’ ability to dis-
criminate utility dimensions, we investigate their interdependence
by computing Kendall’s 𝜏 cross-correlation between gold labels
across dimensions as shown in Table 6. Correlation values range
from 0.18 to 0.57, with a mean of 0.37. While overall quality exhibits
the highest average correlation (0.42), the low inter-dimensional
correlations of other utility types suggest successful differentiation.
We further find indications of thematic clustering: coverage dimen-
sions and topical correctness – addressing response groundedness
– demonstrate higher inter-correlation while, conversely, exhibit-
ing distinctly low correlation with stylistic and logical coherence
dimensions, which address response presentation.

5.2 Judgment-based Evaluation
With the reliability of the preference data established, we oper-
ationalize the judgment-based evaluation approach, ranking the
given responses per topic based on the pairwise comparisons, in
order to comparatively quantify the utility of human-written and
LLM-generated RAG responses. To rank the six different responses
within each topic based on the pairwise preferences, we use a vari-
ant of the probabilistic Bradley-Terry model adapted to handle
ties and contradictory comparisons [13]. It has been successfully
applied to infer robust scalar scores from crowdsourced pairwise
labels on text quality before [13]. We compute ranks independently
for each topic and utility dimension, and assign based on them
descending ‘grades’ between 6 and 1 (higher is better). This allows
us to compare grades across topics. Table 7 shows the mean grade
for each combination of text style, origin, and utility dimension.
Further, it includes averages per style without distinguishing origin
(columns ‘Both’), per origin without distinguishing style (column
‘All Styles’), as well as across all utility dimensions (last row).

LLMs consistently received higher grades than human work-
ers across most evaluation dimensions. This difference is statisti-
cally significant (Wilcoxon signed rank test, 𝛼 = 0.05, Benjamini-
Hochberg correction) for most style-dimension combinations, with
two notable exceptions: logical coherence in essay-style responses,
both coverage dimensions (broad and deep) in news-style responses,
and deep coverage for bullet-style responses. When aggregating
across styles, LLMs higher grading remained significant for all
utility dimensions except coverage. In a style-based analysis in-
dependent of authorship, bullet-style responses significantly out-
performed both essay and news styles, which are graded on-par

Table 7: Mean response grade per style, origin, and utility
dimension. designates union of both origins. Grade is on
a scale of 1–6, higher is better.

Util. Bullet Essay News All Styles

Top. 2.8 4.5 3.7 3.1 4.1 3.6 2.7 3.8 3.2 2.9 4.2
Log. 4.2 5.4 4.8 2.7 3.1 2.9 2.4 3.3 2.8 3.1 3.9
Sty. 3.2 4.3 3.7 2.6 4.2 3.4 2.6 4.2 3.4 2.8 4.2
Bro. 3.5 4.6 4.0 2.9 3.8 3.3 2.8 3.4 3.1 3.1 3.9
Dee. 3.6 4.3 3.9 3.1 4.1 3.6 2.7 3.3 3.0 3.1 3.9
Int. 3.0 4.3 3.6 2.9 4.2 3.6 2.6 3.9 3.3 2.9 4.1
Ovr. 3.3 4.9 4.1 2.7 4.0 3.4 2.5 3.6 3.1 2.8 4.2

Avg. 3.4 4.6 3.9 2.9 3.9 3.4 2.6 3.6 3.1 3.0 4.1

Table 8: Spearman rank correlation between label-induced
ranking and ranking by content overlap metrics. Best/Worst
only compares relative order of highest and lowest-ranked
according to label ranking.

Util. Dim. Best/Worst Full Ranking

BERTS. BLEU RougeL BERTS. BLEU RougeL

Topical Cor 0.354 0.354 0.169 0.172 0.211 0.094
Logical Coh. 0.354 0.477 0.446 0.288 0.337 0.294
Stylistic Coh. 0.385 0.385 0.385 0.263 0.315 0.243
Broad Cov. 0.231 0.354 0.231 0.183 0.254 0.228
Deep Cov. 0.262 0.415 0.385 0.211 0.269 0.223
Internal Con. 0.323 0.323 0.323 0.191 0.208 0.180
Overall Qu. 0.385 0.323 0.292 0.292 0.268 0.255

(Wilcoxon signed rank test, 𝛼 < 0.05, Benjamini-Hochberg correc-
tion). Bullet-style responses showed particular strength in logical
coherence, coverage metrics, and overall quality, while stylistic co-
herence and internal consistency showed no significant style-based
differences. Between essay and news styles, the only significant
difference emerged in deep coverage, favoring essays.

5.3 Reference-based Evaluation
To investigate the efficacy of content-overlap and similarity metrics
for RAG evaluation, we leverage the pairwise-judgment-based re-
sponse rankings established per topic previously. For each topic, we
designated the highest-ranked response as the reference and gener-
ated rankings for the remaining five candidate responses. We use
three metrics to rank candidates with respect to the reference: the
contextualized-embedding-based BERTScore [45], and two ngram
overlap measures - sentence-BLEU [28] and RougeL [23]. We then
compute Spearman’s rank correlation between thesemetric-induced
rankings and the ground-truth rankings derived from human judg-
ments. This approach tests the hypothesis that effective reference-
based evaluation produces rankings consistent with human judg-
ment. Table 8 presents correlation values across utility dimensions,
examining both binary discrimination (correct ordering of best
and worst candidate according to ground-truth ranking) and full
ranking correlation. Across all metrics and utility dimensions, cor-
relation remains low. The best/worst correlation is slightly better
than full ranking correlation, indicating that higher differentiability
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Table 9: Krippendorff 𝛼 agreement between LLMprompt vari-
ations (𝛼 , / ) / LLM and human gold judgment (𝛼 , / ),
and mean judgment correlation to other dimensions (𝜌 , )
for different prompting strategies by utility dimensions.

Utility Dimension Combined Inference Individual Inference Both

𝛼 𝜌 𝛼 𝜌 𝛼

/ / / / /

Topical Correctness 0.65 0.10 0.80 0.87 0.12 0.86 0.48
Logical Coherence 0.78 0.16 0.74 0.84 0.16 0.82 0.53
Stylistic Coherence 0.82 0.14 0.71 0.88 0.13 0.82 0.53
Broad Coverage 0.65 0.08 0.64 0.58 0.06 0.74 0.40
Deep Coverage 0.38 0.01 0.72 0.37 0.00 0.74 0.32
Internal Consinstency 0.66 0.12 0.77 0.90 0.13 0.84 0.49
Overall Quality 0.64 0.06 0.81 0.86 0.09 0.86 0.47

of responses within the respective quality dimension corresponds
to better efficacy of reference-based evaluation; yet, fine-grained
accurate system rankings, as in the full correlation setup, remain
problematic. BLEU shows highest correlation for all utility dimen-
sions except overall quality, where BERTScore performs best. The
highest correlation in all metrics and both is attained for logical
coherence. Yet, given an absolute maximum value of merely 0.477
(BLEU for logical coherence), none of the utility dimensions are
accurately measurable by any of the three metrics.

5.4 LLMs as Judges of Utility
To investigate the ability of LLMs as utility judges, we assess three
critical properties: (1) consistency in judgment across conditions,
(2) correctness relative to human gold labels, and (3) dimensional
differentiation in utility judgment. Table 9 quantifies these prop-
erties using Krippendorff’s 𝛼 agreement and Spearman’s 𝜌 corre-
lation across the two inference settings (Section 3.2.5). For com-
bined inference—simultaneously judging all utility dimensions—we
first analyze bidirectional LLM-to-LLM agreement (first column)
to detect prompt order effects. While substantial agreement ex-
ists, prompt-induced inconsistencies are present. Further, LLM-to-
human agreement (second column) shows only little overlap with
gold labels, calling into question the correctness of LLM judgments.
This could be due to their high cross-dimensional correlation (third
column), indicating detection of a general preference in each com-
parison, rather than a fine-grained view of individual dimensions.
Individual inference, where dimensions are evaluated separately,
exhibits similar patterns: while improved LLM-to-LLM agreement
suggests improved consistency, LLM-to-human agreement remains
poor. Increased dimensional correlation in the individual setting
indicates that combined prompting, despite lower consistency, bet-
ter facilitate dimensional differentiation, possibly due to the model
being explicitly made aware of other dimensions to be judged.

5.5 Summary
Crowdsourcing can be a reliable source of judgment data for RAG
evaluation when controlling for worker competence. Analysis of
order effects and utility dimension interdependence confirmed judg-
ments robustness. Using these validated judgments, we find that
LLM-generated responses exhibit significantly higher quality than

human-written ones across most utility dimensions. Bullet-style
responses are preferred to essay and news styles. However, contrary
to judgment-based evaluation, reference-based evaluation is not eas-
ily operationalizable, as all tested evaluation metrics demonstrated
severe limitations. This suggests that judgment-based approaches
are a more promising approach to RAG evaluation. Yet, using LLMs
as utility judges, in an effort to improve the efficiency of judgment-
based evaluation, fails to produce consistent and correct judgments
across all tested settings.

6 Conclusion
We summarize our main findings below, grouped into those relevant
to RAG model development, and those relevant to RAG evaluation.
We end our paper with a reflection on its limitations and include
ethical considerations on study design and attained results.

Findings for RAG Model Development. We find response style
exerts significant influence on perceived utility of responses; while
most current RAG models focus on continuous text, akin to the
essay style, bullet-style responses exhibit higher preference judg-
ments. This prompts future work on style adaption for RAG, as
specific style instructions can yield stronger preferences from the
same model. Furthermore, readability of LLM-generated responses
could be improved, scoring worse than human-written responses.

Findings for RAG Evaluation. Reference-based evaluation fails to
accurately operationalize any of the evaluated utility dimensions.
This is in line with previous findings [14, 46]. We thus discourage
its use and instead demonstrate that judgment-based evaluation
is a feasible and accurate alternative when using crowdsourced
data. The increasingly adopted practice of using LLMs as judges of
utility, however, is concerning, as they fail to produce consistent
and correct judgments in a zero-shot setting. For future work, we
will study label transfer from a pool of existing human-judged
responses to a new, unjudged responses, akin to a few-shot setting.
The utility dimensions previously motivated theoretically [12] have
been shown empirically to be distinguishable by human judges.

Limitations & Ethical Considerations. We acknowledge method-
ological constraints associated with our study. The exclusive use
of TREC RAG 2024 topics may limit generalizability. While the
utility dimensions we employ aim for comprehensiveness, they
may not capture all aspects of RAG system effectiveness relevant
to practitioners. The crowdsourcing setup may introduce worker
quality variations and cultural biases in both tasks. Furthermore,
our investigation of LLM-written responses relies on a single model
configuration, leaving an investigation of other LLM configurations
and prompting strategies for future work, which can be compared
or validated against our collected data.

The collection of human-written responses and human judg-
ments raises privacy concerns, which we mitigated through in-
formed consent and comprehensive data anonymization. Crowd-
sourcing raises concerns about fair labor practices, which we ad-
dressed by implementing above-market compensation rates, flexible
time allocations, and transparent task descriptions. Overall, our
work contributes to a broader discussion on the socio-technical im-
plications of AI-generated responses for search, and highlights the
need for RAG evaluation practices grounded in human judgment.
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