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Abstract
We describe our contribution of query entity linking and query interpretation software as components of the
Information Retrieval Experiment Platform (TIREx) to the 1st International Workshop on Open Web Search
(WOWS’24). Query interpretation is the task of determining all plausible user intents behind a search query and
can be used to diversify the search results of a retrieval system. As TIREx components, the query entity linking
method has identified a total of 89,289 entity candidates in 2,544 queries from 31 standard information retrieval
datasets. In addition, a total of 2,304 interpretations of 1,225 search queries from 18 keyword query datasets have
been found, which means that on average there is more than one plausible interpretation per search query. This
is an indication that most search queries are ambiguous.
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1. Introduction

The Information Retrieval Experiment Platform (TIREx) [1] integrates ir_datasets [2], ir_measures
[3], PyTerrier [4], and the TIRA Integrated Research Architecture [5] in order to provide an open-source
platform to expriment with information retrieval datasets and evaluate retrieval systems in a reproducible
fashion. A key aspect of TIREx is that information retrieval collections are static, and therefore query
processors only need to be executed once per dataset, so that downstream experiments can utilize the
cached and publicly available results instead of executing the processors from scratch.

To streamline further research towards query understanding, we contribute query entity linking
and query interpretation components from Kasturia et al. [6] to the TIREx platform. The foundation
for interpreting search queries is query segmentation, a method for grouping keywords of a search
query into phrases with the aim of maximizing retrieval efficiency when these phrases are matched
with the search results. Segmentations of a query form “skeletons” for query interpretations, in which
segments are replaced by linked entities when a segment refers to an entity. Each different entity-linked
segmentation (i.e., interpretation) represents a different user intent. For example, interpretations of the
query “new york times square dance” can be either ⟨New_York_City|Times_Square|dance⟩ which
refers to a dance event on the Times Square in New York City or ⟨New_York_Times|Square_Dance⟩
which references an article in the New York Times about square dancing.

As demonstrated by the example above, search engine queries can be ambiguous. Automated
approaches to interpreting search queries can help a search engine understand a user’s intent or
diversify search results based on all possible interpretations. Moreover, prior studies have shown that
extending queries with (linked) named entities can increase the effectiveness of sparse retrieval [7],
entity retrieval [8, 9] and semantic search [10]. Integrating query entity linking and query interpretation
components into TIREx facilitates further research in these directions.

In this paper, we describe the query entity linking and query interpretation components and report
on entity and interpretation statistics of queries from standard information retrieval datasets. As part
of these exemplary analytics, we find that on average queries from almost all common information
retrieval datasets have more than one plausible interpretation. We also observe that the number of
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interpretations of a query does not correlate with the number of relevant documents. Consequently,
this opens a direction for future work to determine whether query interpretations as an intermediate
step in retrieval would increase the number of relevant search results when a query is ambiguous (i.e.,
the number of plausible interpretations is greater than one).

2. Entity-based Query Interpretation

The query interpretation approach of Kasturia et al. [6] consists of three main phases: entity linking,
query segmentation and a combination phase, in which the linked entities and query segmentations
are combined into query interpretations. The result of the query interpretation approach is a list of
entity-linked segmentations ranked by a relevance score.

2.1. Query Entity Linking

The entity linking approach tries to find entities for all the 𝑂(𝑛2) potential segments of an 𝑛-term query.
The entity linking module is based on titles of Wikipedia articles, redirects, and disambiguation pages.
Each Wikipedia article represent an entity and its title, all redirect candidates, and disambiguation
names from Wikipedia serve as plausible query segments that refer to this entity. The about 13 million
distinct key–value pairs (keys are potential query segments and values are lists of entities that can be
referred to by this segment) are stored in a RocksDB table1 for fast exact-match access and in a Lucene
index2 to quickly find imperfect matches.

Entities from perfect and imperfect matches are then ranked by commonness scores (i.e., the likelihood
of an entity-mention link). To compute the commonness of a mention-entity pair, a Wikipedia dump in
combination with the computation methodology from Ferragina and Scaiella [11] is used.

Table 1 displays the identified and linked entities in two queries from TREC Web Track 2009 [12] and
2012 [13] datasets. The top four entities linked to segments in the query “obama family tree” are highly
relevant and are assessed as such with commonness scores greater than 0.29. Less relevant entities
like the TV series or the music album “Family Tree” have received scores of 0.07 and less. In contrast,
scores of entities in the query “pork tenderloin” seem to be less informative. While Tenderloin in San
Francisco can still be part of a meaningful interpretation (i.e., the user is looking for pork in Tenderloin,
San Francisco), the other entities have a rather weak connection to pork. However, these entities have
been awarded a comparatively low score of 0.12 or less.

2.2. Query Segmentation

Query segmentation methods aim to rank the possible 2𝑛 valid segmentations of an 𝑛-term query
according to retrieval effectiveness when the segments are treated as phrases to be matched in the
search results. The query interpretation approach employs query segmentation approaches from Hagen
et al. [14, 15] due to the simplicity of the approaches and the associated lower runtime. These query
segmentation approaches rank the possible segmentations of a query by summing up pre-computed
segment weights stored in a hash table for quick access. The segment weights are occurence frequencies
from the Google n-gram corpus3 in case a segment does not represent a title of a Wikipedia article. In
case this segment is the title of a Wikipedia article, the segment weight is 1 + occurrence frequency of
the most frequent word-2-gram in that segment.

Most of the 2𝑛 segmentations of an 𝑛-term query do not yield plausible interpretations. Kasturia et al.
[6] have shown that often only the segmentation with the highest score is used as an interpretation
skeleton and that segmentations with lower scores, which show large differences to segmentations
with higher scores, are rarely used as skeletons. Therefore, respective filter heuristics are applied to
not forward all segmentations to the combination phase. A first filter removes segmentations whose

1https://rocksdb.org/
2https://lucene.apache.org/
3https://catalog.ldc.upenn.edu/LDC2006T13
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Table 1
Linked entities from Wikipedia and their associated mention segments and commonness scores for two example
queries from TREC Web Track 2009 and 2012 datasets. Entities with a score of less than 0.05 have been excluded.

Rank Mention Entity Score

For query “obama family tree”
1 family Family_(biology) 0.88
2 obama Barack_Obama 0.63
3 family tree Family_Tree 0.37
4 obama family Family_of_Barack_Obama 0.29
5 family tree Family_Tree_(TV_series) 0.07
6 family tree Family_Tree_(Nick_Drake_album) 0.06

For query “pork tenderloin”
1 port tenderloin Pork_tenderloin 0.92
2 tenderloin Tenderloin,_San_Francisco 0.38
3 tenderloin Beef_tenderloin 0.18
4 tenderloin Tenderloin_(musical) 0.12
5 tenderloin Tenderloin_(film) 0.09
6 tenderloin Tenderloin,_Manhattan 0.05

highest weighting segment is contained in a higher-ranked segmentation. A second filter removes
segmentations for which the score ratio to the lowest kept higher-ranked segmentation falls below a
threshold of 0.66.

2.3. Query Interpretation

To build query interpretations for a query, the approach combines segmentations with linked entities.
To “fill” the segmentation skeletons forwarded by the segmentation phase, the approach collects the
entities ranked by commonness for each segment (discarding entities with a commonness of 0) and
adds the option of not linking a segment to an entity, but keeping it as a phrase as a fallback. The
potential interpretations can then be derived by a Cartesian product of the not-0-common entities and
the unlinked respective segments.

In the interpretation ranking, three weights from the entity linking literature are combined: (1) the
above described commonness CMN, (2) the likelihood of two entities to occur together (related-
ness REL), and (3) the likelihood of an entity to occur with the unlinked segments (context CXT). The
relatedness and context weights computations are calculated by using Wikipedia-based joint word–
entity embeddings4 provided by Yamada et al. [16]. The by the authors suggested configuration have
been used: average cosine similarity of an entity’s embedding vector with the other entities in an
interpretation (relatedness) or with the unlinked segments in an interpretation (context).

An interpretation 𝐼’s score is the averaged weighted sum of the commonness, relatedness, and context
scores of the entities 𝑒 ∈ 𝐼 with the weights 𝛼 = 𝛽 = 𝛾 = 1 suggested by Kasturia et al. [6]:

score(𝐼) =
1

|{𝑒 ∈ 𝐼}|
·
∑︁
𝑒∈𝐼

(𝛼 · CMN(𝑒) + 𝛽 · REL(𝑒) + 𝛾 · CXT(𝑒)) ,

Table 2 presents the found query interpretations for the example queries from Table 1 and an additional
query from TREC Web Track 2012. For the query “obama family tree” the most plausible interpretations
have been identified, which is that a user is looking up the family tree of Barack Obama. These
interpretations are on rank 1 and rank 2 and can be seen as equivalent because the concept of a family
tree is semantically equivalent to the linked entity Family_Tree. The interpretation on rank 3 assumes
that the segment “obama” is a concept and not an entity which is wrong, but the assigned relevance is
desirably low. For the query “pork tenderloin” the only found interpretation is the dish pork tenderloin.
Desirabel (but less likely) would also be the interpretation ⟨pork | Tenderloin,_San_Francisco⟩ as

4https://wikipedia2vec.github.io/wikipedia2vec/
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Table 2
Entity-based query interpretations and their relevance scores for three example queries from TREC Web Track
2009 and 2012 datasets.

Rank Interpretation Score

For query “obama family tree”
1 ⟨Barack_Obama | family tree⟩ 0.77
2 ⟨Barack_Obama | Family_Tree⟩ 0.50
3 ⟨obama | Family_Tree⟩ 0.37

For query “pork tenderloin”
1 ⟨Pork_tenderloin⟩ 0.92

For query “last supper painting”
1 ⟨Last_Supper | painting⟩ 1.50
2 ⟨last supper | Painting⟩ 1.16
3 ⟨Last_Supper | Painting⟩ 1.12

someone might look for meat vendors in Tenderloin in San Francisco. However, the system did not
provide this plausible interpretation. Another interesting example is the query “last supper painting”.
The system identifies three plausible interpretations which translate to a user who is interested in (1) the
painting process of the painting “Last Supper” by Leonardo da Vinci, (2) any painting that depicts the
last supper, and (3) information about “Last Supper” by Leonardo da Vinci. All three interpretations are
highly likely which is reflected in the assigned relevance scores.

2.4. Integration into TIREx

Both, the query entity linking and the query interpretation software, are Java-based implementations
that require external data (e.g., RocksDB and Lucene Index for entity linking) to function as intended.
To integrate these components into TIREx and ensure reproducible execution across all systems, we
dockerize the query interpretation and entity linking software and bundle the image with all necessary
external data. Both Docker images are available in our public container registry5 to use outside
TIREx. The use in combination with TIREx is documented in examplary Jupyter notebooks in the code
repositories of query entity linking6 and query interpretation7 components.

3. Query Analytics

To gain insights into the identified entities and interpretations, we perform a statistical analysis of the
entity and interpretation frequencies of queries from common information retrieval datasets available
in TIREx.

3.1. Datasets

TIREx accesses datasets through the Python package of ir_datasets [2]. Therefore, all the processed
datasets are well documented in the online catalog8 of ir_datasets. Most of the 31 considered
datasets originate from shared tasks like TREC or Touché. We distinguish these datasets by query type
which are keyword queries (e.g., “french lick resort and casion” from TREC Web Track 2009 [12]) and
natural language queries which can either be a question (e.g., “Are gas prices too high?” from the Touche
2021 Argument Retrieval task [17]) or a description of an information need (e.g., “Provide information
about the genes Ret and GDNF in kidney development.” from TREC 2005 Genomics Track [18]). The

5registry.webis.de/code-lib/public-images/query-interpretation:1.0
registry.webis.de/code-lib/public-images/query-entity-linking:1.0

6https://github.com/webis-de/query-entity-linking
7https://github.com/webis-de/query-interpretation
8https://ir-datasets.com/
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Table 3
Statistics about the number of queries, number of queries with at least one entity, average number of terms,
average number of entity mentions per query, and the total number of entity candidates suggested by the query
entity linker for each dataset in TIREx. The first column of this table represents the dataset identifier of each
respective dataset as specified in ir_datasets.

Dataset Ref. Queries Entities

Count w. Entities Terms Mentions Count

Keyword Queries
clueweb09/en/trec-web-2009 [12] 50 45 ( 90%) 2.1 1.8 891
clueweb09/en/trec-web-2010 [21] 50 43 ( 86%) 2.1 1.5 1,031
clueweb09/en/trec-web-2011 [22] 50 46 ( 92%) 3.4 2.8 1,309
clueweb09/en/trec-web-2012 [13] 50 45 ( 90%) 2.3 1.9 1,038
clueweb12/trec-web-2013 [23] 50 49 ( 98%) 3.3 3.0 1,717
clueweb12/trec-web-2014 [24] 50 50 (100%) 3.3 3.2 1,375
cord19/fulltext/trec-covid [25, 26] 50 50 (100%) 3.2 2.4 744
disks45/nocr/trec-robust-2004 [27, 28, 29] 250 249 ( 99%) 2.7 2.7 5,626
disks45/nocr/trec7 [29, 30] 50 50 (100%) 2.4 2.7 1,087
disks45/nocr/trec8 [29, 31] 50 50 (100%) 2.4 2.6 970
gov/trec-web-2002 [32] 50 50 (100%) 3.2 3.0 1,459
gov/trec-web-2003 [33] 50 48 ( 96%) 2.2 2.3 677
gov/trec-web-2004 [34] 225 221 ( 98%) 3.4 3.2 7,897
gov2/trec-tb-2004 [35] 50 49 ( 98%) 3.2 2.8 1,302
gov2/trec-tb-2005 [36] 50 50 (100%) 3.1 2.8 1,166
gov2/trec-tb-2006 [37] 50 48 ( 96%) 3.0 3.1 1,544
nfcorpus/test [38] 325 316 ( 97%) 3.5 2.6 5,528
wapo/v2/trec-core-2018 - 50 49 ( 98%) 3.1 2.9 1,296

Natural Language Queries
antique/test [39] 200 196 ( 98%) 9.3 4.7 11,298
argsme/2020-04-01/touche-2020-task-1 [40, 41] 49 48 ( 98%) 6.6 3.9 1,202
argsme/2020-04-01/touche-2021-task-1 [17] 50 49 ( 98%) 5.4 3.1 1,293
clueweb12/touche-2020-task-2 [40, 42, 43] 50 50 (100%) 8.4 4.8 2,370
clueweb12/touche-2021-task-2 [17] 50 50 (100%) 8.4 4.8 2,232
cranfield - 225 225 (100%) 18.0 9.0 18,301
medline/2004/trec-genomics-2004 [44] 50 47 ( 94%) 4.9 3.4 1,341
medline/2004/trec-genomics-2005 [18] 50 50 (100%) 16.2 8.9 2,980
msmarco-passage/trec-dl-2019/judged [45, 46] 43 42 ( 97%) 5.4 3.1 985
msmarco-passage/trec-dl-2020/judged [47, 46] 54 53 ( 98%) 6.0 3.5 1,609
vaswani - 93 93 (100%) 10.9 6.5 5,756

Other
medline/2017/trec-pm-2017 [19] 30 30 (100%) 7.5 7.7 1,502
medline/2017/trec-pm-2018 [20] 50 50 (100%) 5.8 5.4 1,763

Sum 2,544 2,491 ( 98%) - - 89,289

datasets of the TREC Precision Medicine Track of 2017 [19] and 2018 [20] do not fit into either of these
query type categories since the queries from these datasets are compounds of a disease name, a gene,
and a demographic (e.g., “melanoma BRAF (V600E) 64-year-old male”).

3.2. Analytics of Entities in Queries

Table 3 presents query and entity statistics from 31 different information retrieval datasets. All datasets
contain between 30 (TREC Precision Medicine Track 2017 dataset) and 325 (NFCorpus test collection)
queries of which almost all queries contain at least one entity according to the query entity linking
approach. Across all datasets, almost 98% of the queries contain at least one entity. The highest ratio of
queries without any entity has the dataset of TREC Web Track 2010. The seven queries from that dataset



Table 4
Statistics about the number of queries, average number of query terms, average number of interpretations per
query, total number of interpretations identified by the query interpretation component, Spearman 𝜌 correlation
between the number of interpretations and the number of relevant documents (Corr. with Int.) and the total
number of relevant documents for keyword query datasets in TIREx. The first column of this table represents
the dataset identifier of a respective dataset as specified in ir_datasets.

Dataset Ref Queries Interpretations Rel. Documents

Count Terms per Query Count Corr. with Int. Count

Keyword Queries
clueweb09/en/trec-web-2009 [12] 50 2.1 1.4 72 -0.17 6,858
clueweb09/en/trec-web-2010 [21] 50 2.1 1.2 61 -0.02 5,233
clueweb09/en/trec-web-2011 [22] 50 3.4 2.2 108 0.03 3,157
clueweb09/en/trec-web-2012 [13] 50 2.3 1.4 69 -0.13 3,523
clueweb12/trec-web-2013 [23] 50 3.3 2.0 101 0.03 4,150
clueweb12/trec-web-2014 [24] 50 3.3 2.0 98 -0.04 5,665
cord19/fulltext/trec-covid [25, 26] 50 3.2 2.2 112 0.01 26,664
disks45/nocr/trec-robust-2004 [27, 28, 29] 250 2.7 1.8 453 -0.04 17,412
disks45/nocr/trec7 [29, 30] 50 2.4 1.8 92 0.13 4,674
disks45/nocr/trec8 [29, 31] 50 2.4 1.5 77 0.02 4,728
gov/trec-web-2002 [32] 50 3.2 2.1 104 0.10 1,574
gov/trec-web-2003 [33] 50 2.2 1.4 72 -0.11 516
gov/trec-web-2004 [34] 225 3.4 2.2 489 -0.35 1,763
gov2/trec-tb-2004 [35] 50 3.2 2.0 99 0.03 10,617
gov2/trec-tb-2005 [36] 50 3.1 1.9 93 -0.13 10,407
gov2/trec-tb-2006 [37] 50 3.0 2.3 114 0.10 5,893
nfcorpus/test [38] 325 3.5 1.9 628 0.02 15,820
wapo/v2/trec-core-2018 - 50 3.1 1.8 90 -0.03 3,948

Sum 1,225 - - 2,304 - 116,782

for which no entity have been identified are “horse hooves”, “iron”, “vldl levels”, “kiwi”, “tornadoes”,
“raised gardens”, and “ocd”. Except for Obessive-compulsive disorder (OCD), no other likely entity
would be expected in these queries. Although there are songs called “kiwi” or “iron”, neither seems to
be common enough to be included as a plausible entity in an interpretation of these queries.

A fairly obvious observation is that natural language queries are on average much longer than
keyword queries. While keyword queries consist of approximately three query terms, the average
length of natural language queries vary between 5 and 18 terms depending on the dataset. Intuitively,
the number of mentions of entities correlates with the length of the query. We calculated a Spearman’s
𝜌 = 0.63 between these two values over all 2,544 queries, which means that the number of plausible
entities increases monotonically as the length of a query increases. The query with the most entity
mentions is “is it possible to determine rates of forced convective heat transfer from heated cylinders of
non-circular cross-section, (the fluid flow being along the generators)” from the Cranfield dataset. The
query entity linking approach identified 22 different segments that might refer to entities in that query.

3.3. Analytics of Query Interpretations

The query interpretation approach depends on query segmentation, which requires keyword queries and
does not scale well for long natural language queries. We therefore only report on query interpretation
statistics for keyword query datasets. Table 4 presents query interpretation statistics for 18 keyword
query datasets in TIREx. As most statistics are influenced by them, the number of queries and the query
length are copied from Table 3 to facilitate comparisons.

Overall, the query interpretation approach has identified 2,304 plausible interpretations from 1,225
analyzed queries. Therefore, queries across all datasets have an average of about 1.8 plausible inter-
pretations using the query interpretation approach, with queries from the TREC Terabyte Track 2006



dataset having the most interpretations of 2.3. One of two queries which have the most interpretations
is “how has african american music influence history” from the TREC Web Track 2014 dataset with
20 different interpretations. The highest ranked intepretations with a score close to one are ⟨how |
has | African-American | Music | influence | History⟩ and equivalent variations of that in which
the entities African-American, Music, and History have not been linked, and thus have been
considered concepts. Since the concepts music and history are equivalent to their linked entities, the
interpretation variations can be considered semantically equivalent. Another interesting interpretation
of that query is ⟨how | has | African-American_Music | influence | History⟩ which is probably a
more relevant interpretation because it correctly identifies the relation between “african-american” and
“music”. Unfortunately, this interpretation has been ranked lower.

Ideally, the more ambiguous a query is (i.e., the more plausible interpretations it has), the more
documents that fulfill all the different information needs become relevant. To analyze if this is given in
the datasets, we compute correlation coefficients as Spearman’s 𝜌 between the number of automatically
identified interpretations and the number of relevant documents (relevance > 0) in the datasets. We have
found no correlation (𝜌 ≈ 0) for most datasets or in the worst case a negative correlation (𝜌 = −0.35).
This points into an interesting future direction to use query interpretation as an intermeditate step to
diversify search result to increase this correlation. A related research question would be to analyze
whether each different interpretation results in a similar number of relevant documents, which would
lead to a linear growth of relevant documents as the number of interpretations increases.

4. Conclusions

To summarize, we contributed query entity linking and query interpretation components to TIREx. A
total of 89,289 Wikipedia-linked entities and 2,304 segmentation-based interpretations were automati-
cally identified, which can be reproducibly used for future research with the help of TIREx. As part of a
preliminary analysis of the query interpretations, we found that the number of relevant documents for
a query does not correlate with the number of plausible interpretations. This fact points in the direction
of future research in which query interpretation can be used to diversify search results and what other
effects query interpretation has as an intermediate step on an information retrieval pipeline.

5. Limitations

Although working with a static entity collection and precomputed commonness scores brings the
advantage of reproducibility, entities that are relevant now may not be as relevant in the future.
Therefore, the identified linked entities included in our query interpretations may become outdated,
or their relevance score may become inadequate. A method to automatically update the entity index
and the associated commonness scores from an up-to-date knowledge base can compensate for this
limitation and will be implemented in the future.

Wikipedia is a well maintained knowledge base for general knowledge. However, entities from
specialized areas may be inadequately represented or simply not exist on Wikipedia, and consequently
the entity linking method will fail to identify these entities. A mechanism for exchanging (or extending)
the knowledge base that is used for query entity linking can help to find more relevant entities. For
example, the addition of a knowledge base such as PubMed9 could increase the discoverability of
medical-related entities. We aim to implement an easy method to modify and extend the knowledge
base for entity linking and the interpretation of queries.

9http://er.tacc.utexas.edu/datasets/ped
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