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Abstract
Information retrieval axioms are formalized constraints that re-
trieval systems should ideally satisfy (e.g., to rank documents higher
that contain the query terms more often). In this paper, we pro-
pose new axioms that focus on the scenario of argument retrieval:
retrieval for queries that need arguments in the results. Our under-
lying axiomatic idea is that in such scenarios, documents should be
prioritized with argumentative units that are similar to the query.
We test our new axioms in re-ranking experiments on the data of
the Touché 2020 and 2021 shared task on argument retrieval for
controversial questions, and show that the new axioms can improve
the effectiveness of Touché’s strong DirichletLM baseline model
and even of the top-performing system from Touché 2021, a sys-
tem already specifically optimized for argument retrieval. Finally,
we also propose a new method for visualizing the relationships
between axioms based on their effects in re-ranking settings.

CCS Concepts
• Information systems→ Retrieval models and ranking; Re-
trieval effectiveness.
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1 Introduction
The task of argument retrieval is to identify good arguments on a
given topic. One use case is to support people who want to form an
opinion on some controversial topic by looking for arguments that
justify or refute some standpoint [27]. Interestingly, modern neural
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retrieval models seem to be inadequate for argument retrieval [26]—
they are often much less effective than BM25. One reason could
be that most retrieval models are argument-“agnostic” in the sense
that they do not treat argumentative queries in a special way. In this
paper, we thus propose to incorporate argumentation awareness
into any retrieval model.

In particular, we follow an earlier idea of re-ranking some base-
line model’s retrieval results by using combinations of retrieval
axioms [16]. Axiomatic thinking in information retrieval (IR) tries
to capture basic important properties of good retrieval results in
so-called “axioms”, often formalized as constraints that induce doc-
ument preferences (e.g., to prefer documents with more query term
occurrences). For the scenario of argument retrieval, we propose
new axioms that basically state to favor documents whose argu-
mentative units are more similar to the query.

In an empirical evaluation on the datasets of the Touché 2020
and 2021 shared task on argument retrieval for controversial ques-
tions [4, 6], we show that re-ranking using the new argument-
oriented axioms can improve the retrieval effectiveness of the
shared task’s strong DirichletLM baseline but also even of the best
system submitted to the 2021 edition of the task. For the analysis,
we also propose a novel approach to visualize axiom similarity via
the axioms’ impact on the re-ranking.1

2 Related Work
In the early days of axiomatic thinking in IR, such axioms were
mainly meant to compare and improve retrieval models [8]. For
instance, Fang et al. [11] presented a set of six retrieval “axioms”
that relate to constraints on term frequency and document length
that good retrieval results should fulfill (e.g., to favor documents
with more query term occurrences). Later, also axioms focusing on,
for instance, semantic similarity [13], proximity [25], or frequency
normalization [18] were formalized and used to analyze retrieval
models. Later studies then also used axioms to diversify retrieval
results [15], to diagnose retrieval functions [12], to combine the
results of multiple retrieval models [3], or to explain or improve
neural rankings [9, 14, 19, 24, 28]. A use case that inspired us most
are the studies that applied axioms in the re-ranking of retrieval
results [7, 16] and that demonstrated that re-ranking some baseline
models’ results (e.g., BM25 [22, 23] or DirichletLM [30]) to better
follow axiomatic preferences yields better retrieval effectiveness.
1All our code is available at: https://github.com/webis-de/SIGIR-25
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3 Argumentation-Oriented Retrieval Axioms
Most retrieval axioms are formalized in away that induces a ranking
preference for pairs of documents. The formalization often consists
of a precondition (e.g., the axiom is only applicable to documents
of similar length), a filter condition (e.g., query term frequency),
and a conclusion often formulated as an induced preference (e.g.,
from two same-length documents, the one with higher query term
frequency should be ranked better). Targeting argument retrieval,
we refine the STMC1 axiom [13]. In its original form, STMC1 favors
documents whose individual terms are more similar to the query
terms. But as arguments in documents do not occur on the level of
individual terms but longer document units, we focus on the argu-
mentative units of a document. In the two newQArgSim axioms, we
formalize to prefer the document from a pair whose argumentative
units on average are more similar to the query (the QArgSim𝑎𝑣𝑔 ax-
iom) or the document whose most similar argumentative unit is
more similar to the query (the QArgSim𝑚𝑎𝑥 ). As argumentative
units might not be that easy to detect but often span complete
sentences, we also formalize sentence-level axioms analogous to
the QArgSim axioms: QSenSim𝑎𝑣𝑔 prefers the document whose
sentences on average are more similar to the query, QSenSim𝑚𝑎𝑥

prefers the document whose most similar sentence is more similar
to the query. Table 1 places the axiom ideas side by side.

None of our new axioms has preconditions but for each group,
we define two variants: an exact variant (indicated by a super-
script 𝑒) that expresses a preference for any similarity difference
and a “relaxed” variant (no superscript) that outputs no preference
if the documents’ similarity scores are not substantially different
(within a range of 10%). Thus, for instance, QArgSim𝑒

𝑚𝑎𝑥 always
expresses a preference, regardless of how small the actual difference
between the similarity scores might be.

4 Experimental Evaluation
We assess the effectiveness of the new axioms within an axiomatic
re-ranking scenario of the top-10 results of some basis retrieval
model following the setup of Hagen et al. [16]: for instance, possi-
ble aggregation conflicts in the axiomatic pairwise preferences are
handled by KwikSort [1]. Our experiments are conducted on the
Touché 2020 and 2021 subtask of ‘Argument Retrieval for Controver-
sial Questions’ [4, 6], that are based on the args.me corpus [2]. This
corpus consists of about 390,000 argumentative documents from
various debate portals and websites. For our experiments, we per-
formed data cleaning and removed documents shorter than 15 char-
acters and documents that only contain special characters—about
360,000 documents remained. The topics/queries in the shared task
are controversial questions like ‘Should plastic bottles be banned?’
and relevance judgments were collected for the top-5 result pools
of the submitted runs and a DirichletLM baseline. Thus, in our top-
10 re-ranking setup we might encounter unjudged documents so
that we decided to exclude unjudged documents from the retrieval
pipeline while preserving the original ranking order of the retrieval
models. Additionally, we exclude queries for which a given basis
retriever returns fewer than 10 judged documents. For Touché 2020,
we thus use a set of 44 queries with 2,002 judgments, while for
Touché 2021 we can use all 50 queries with 3,654 judgments. To
assess differences between an original and a re-ranked result set,

we perform a paired t-test with Bonferroni correction (𝛼 = 0.05).
All experiments are implemented using the PyTerrier [20] and
ir_axioms [5] toolkits.

4.1 Re-Ranking the DirichletLM Baseline
In a first experiment, we demonstrate the effectiveness of the argu-
mentative axioms by re-ranking the top-10 results retrieved by the
Touché tasks’ baseline DirichletLM model. To identify argumenta-
tive units for the QArgSim axioms, we use the TARGER argument
tagger [10] and view document segments as argumentative units
that TARGER labels as either premise or claim. To assess the similar-
ity between queries and argumentative units or sentences, we use
Sentence-BERT (SBERT) embeddings [21] and compute cosine sim-
ilarity [17]. As a baseline for comparison, we use the 38 traditional
retrieval axioms implemented in the ir_axioms framework but reim-
plement the traditional STMC1 axiom using SBERT embeddings
for a fair comparison. The nDCG@5 and nDCG@10 effectiveness
of the re-rankings are shown in Table 2. For space reasons, only
the three traditional axioms with the highest scores for each nDCG
metric and each dataset are shown, resulting in a total of seven tra-
ditional axioms: RS-{retrieval_model} and M_AND [5], AND [29],
PROX3 [16], and QTPArg [7].

The new argumentation-oriented axioms consistently achieve
the highest scores among all tested axioms. This trend holds for
both nDCG@5 and nDCG@10 across both datasets. However, none
of the axioms achieves statistically significant improvements, likely
due to the conservative nature of the Bonferroni correction. Still, our
findings indicate that the new axioms are effective for argument
retrieval. However, as the sentence-oriented axioms yield more
effective retrieval results, the argumentative unit detection based
on TARGER might have to be improved by using better detection
models. Interestingly, the STMC1 axiom, which measures similarity
at the term level and formed the basis for our new axioms, is not
among the best-performing traditional axioms. Thus, our focus
on longer document units seems to actually better capture the
nature of argument retrieval. Moreover, the max-versions of the
argumentative axioms tend to outperform the avg-versions. This
may be attributed to the structure of the datasets, which contain
texts from online debates, such as direct responses to opponents. By
choosing the most similar sentence, the max-version can filter out
irrelevant content like thank-you notes addressing the opponent,
etc.

4.2 Re-ranking Touché 2021 Participants
In a second experiment, we demonstrate that the axioms can even
improve the effectiveness of existing dedicated argument retrieval
systems. To this end, we re-rank the best performing runs of the
Touché 2021 participants who managed to beat the task’s Dirich-
letLM baseline. As in our first experiment, we re-rank the top-10
results. Table 3 shows the nDCG@5 and @10 scores as well as
information on the overall ranking. Note that due to our slight
cleaning modifications to the dataset, the participants’ results may
differ marginally from those reported in the original shared task.

Our results demonstrate that the participants would have bene-
fited from applying the argumentative axioms on top of their re-
trieval systems. The improvement for several systems is statistically
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Table 1: Overview of the four new axioms. The QArgSim axioms focus on the similarity of query and argumentative units of a
document, while the QSenSim axioms focus on the similarity of query and sentences in a document.

QArgSim𝑎𝑣𝑔 Prefer the document whose argument units on average are more similar to the query.
QArgSim𝑚𝑎𝑥 Prefer the document that contains the argument unit that is the most similar to the query.

QSenSim𝑎𝑣𝑔 Prefer the document whose sentences on average are more similar to the query.
QSenSim𝑚𝑎𝑥 Prefer the document that contains the sentence that is the most similar to the query.

Table 2: Results for nDCG@5 and @10 scores after re-ranking the top 10 results for Touché 2020 (left) and Touché 2021 (right).
The axioms are sorted according to the nDCG@5 score. Details about the axioms can be found in Section 4.1.

Touché 2020 Touché 2021

nDCG Rank nDCG Rank
Axiom @5 @10 @5 @10 Axiom @5 @10 @5 @10

QSenSim𝑒
𝑚𝑎𝑥 0.813 0.775 1 1 QSenSim𝑒

𝑎𝑣𝑔 0.725 0.683 1 2
QSenSim𝑚𝑎𝑥 0.795 0.769 2 2 QSenSim𝑚𝑎𝑥 0.724 0.68 2 4
QSenSim𝑎𝑣𝑔 0.781 0.76 3 4 QSenSim𝑒

𝑚𝑎𝑥 0.724 0.685 3 1
QArgSim𝑒

𝑚𝑎𝑥 0.775 0.76 4 3 QSenSim𝑎𝑣𝑔 0.717 0.682 4 3
QSenSim𝑒

𝑎𝑣𝑔 0.772 0.76 5 5 QArgSim𝑒
𝑚𝑎𝑥 0.694 0.671 5 5

QArgSim𝑎𝑣𝑔 0.765 0.757 6 6 QArgSim𝑚𝑎𝑥 0.687 0.67 6 6
QArgSim𝑚𝑎𝑥 0.763 0.756 7 7 QArgSim𝑎𝑣𝑔 0.682 0.663 7 7
QArgSim𝑒

𝑎𝑣𝑔 0.757 0.754 8 8 QArgSim𝑒
𝑎𝑣𝑔 0.677 0.659 8 8

AND 0.755 0.748 9 10 RS_TF 0.661 0.658 9 9
M_AND 0.753 0.749 10 9 QTPArg 0.66 0.652 10 12
RS_TF_IDF 0.746 0.748 11 11 PROX3 0.654 0.652 11 11
DirichletLM 0.74 0.742 21 27 RS_PL2 0.653 0.654 18 10
QTPArg 0.738 0.741 32 29 DirichletLM 0.652 0.649 25 24
PROX3 0.734 0.737 36 41 RS_TF_IDF 0.642 0.648 35 34
RS_PL2 0.72 0.736 42 42 M_AND 0.63 0.645 44 41
RS_TF 0.689 0.718 46 46 AND 0.63 0.643 45 44

significant and re-ranked approaches from the middle range would
have ranked among the top systems in the original shared task,
while the already strong retrieval systems would have achieved
even better results—except for the Asterix system.

Again, we observe that the max-version of QSenSim axioms
yields the best results which shows that even a single axiom can
significantly improve even argumentation-focused retrieval models.

4.3 Axiom Similarity
To further gain deeper insights into axiom similarity by compar-
isons of how they affect the re-ranking, we introduce a novel vi-
sualization method. The application of an axiom in re-ranking the
results of a basis retrieval system leads to a change in the corre-
sponding nDCG score. By computing this difference for each of
𝑘 retrieval models (e.g., the ones from our experiment in Section 4.2),
we derive a𝑘-dimensional vector of axiom-specific difference scores.
We take the cosine similarity between any two axioms’ vectors to
compute their distance in the 𝑘-dimensional space. The resulting
distance matrix describes how close the effects of the axioms are
for different retrieval systems. This proximity can be visualized

by applying multidimensional scaling to generate a 2D plot (see
Table 3, right). For better interpretation, we also include the effect
size of the axioms as follows: summing the difference score vectors
for each axiom and setting negative values to zero. In this way, the
effect size of an axiom represents the total positive change in scores
across all retrieval models.

The visualization reveals that the exact and non-exact versions
of the arguments are closely related with only minimal differences.
Additionally, distinct clusters are distinguishable for the sentence-
based and for the argumentative unit-based axioms, as well as for
their mean and max variants, indicating the respective axioms’
comparable influence on re-ranking effectiveness.

5 Conclusion
In this paper, we introduced four axioms for argument retrieval. The
QArgSim axioms state to prefer documents where the argumenta-
tive units are more similar to the query, while the QSenSim axioms
emphasize the similarity between the query and individual sen-
tences. Our results of re-ranking experiments on the Touché 2020
and 2021 shared task of ’Argument Retrieval for Controversial
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Table 3:
(Left) Results of the top-10 re-ranking of best retrieval systems submitted to Touché 2021. The 𝑂𝑟𝑖𝑔 column shows the
original score of the system, without axioms. The columns 𝑄𝑆 and 𝑄𝐴 (short for QSenSim and QArgSim) show the score if the
participant’s retrieval system was re-ranked with the corresponding axiom (overline: avg-version, upward arrow (↑): max-
version, superscript 𝑒 : exact version). (†) indicates a significant improvement compared to 𝑂𝑟𝑖𝑔. The ‘Rank’ column next to an
axiom shows the re-ranked system’s overall rank in the shared task, and in parentheses the rank gain. Results for nDCG@5
and nDCG@10 are shown in the upper and lower table respectively.
(Right) The plots illustrate the axiom similarity wrt. their effect on the different retrieval systems (see Section 4.3); the number
under the name of an axiom indicates the average size of the effect (i.e., the “axiom impact”).

nDCG@5 - Touché 2021

Participant 𝑂𝑟𝑖𝑔 𝑄𝑆𝑒↑ Rank 𝑄𝑆𝑒 Rank 𝑄𝐴𝑒↑ Rank 𝑄𝐴𝑒 Rank

Elrond 0.72 0.792 1 (0) 0.764 1 (0) 0.761 1 (0) 0.737 1 (0)
Took 0.705 0.797† 1 (1) 0.762 1 (1) 0.767 1 (1) 0.747 1 (1)
Asterix 0.681 0.714 2 (1) 0.666 6 (-3) 0.701 3 (0) 0.696 3 (0)
Roberts 0.681 0.76† 1 (3) 0.75 1 (3) 0.686 3 (1) 0.686 3 (1)
Hood 0.668 0.738 1 (4) 0.684 3 (2) 0.725 1 (4) 0.73 1 (4)
Skeletor 0.668 0.74† 1 (5) 0.727 1 (5) 0.722 1 (5) 0.682 3 (3)
Shanks 0.66 0.76† 1 (6) 0.685 3 (4) 0.704 3 (4) 0.683 3 (4)
Skywalker 0.657 0.75† 1 (7) 0.742† 1 (7) 0.711 2 (6) 0.682 3 (5)
Deadpool 0.647 0.702 3 (6) 0.692 3 (6) 0.683 3 (6) 0.674 5 (4)
Heimdall 0.646 0.762† 1 (9) 0.75† 1 (9) 0.726 1 (9) 0.704 3 (7)
Athos 0.636 0.722† 1 (10) 0.705† 2 (9) 0.673 5 (6) 0.654 9 (2)
Ishikawa 0.634 0.704† 3 (9) 0.706† 2 (10) 0.672 5 (7) 0.654 9 (3)
Polnareff 0.634 0.726† 1 (12) 0.704† 3 (10) 0.663 7 (6) 0.655 9 (4)
DirichletLM 0.626 0.718† 2 (12) 0.712† 2 (12) 0.665 7 (7) 0.659 8 (6)

nDCG@10 - Touché 2021

Participant 𝑂𝑟𝑖𝑔 𝑄𝑆𝑒↑ Rank 𝑄𝑆𝑒 Rank 𝑄𝐴𝑒↑ Rank 𝑄𝐴𝑒 Rank

Elrond 0.718 0.747 1 (0) 0.733 1 (0) 0.733 1 (0) 0.724 1 (0)
Took 0.717 0.756† 1 (1) 0.737 1 (1) 0.742 1 (1) 0.735 1 (1)
Roberts 0.685 0.715 3 (0) 0.712 3 (0) 0.685 3 (0) 0.685 3 (0)
Heimdall 0.673 0.713† 3 (1) 0.712 3 (1) 0.697 3 (1) 0.689 3 (1)
Skeletor 0.672 0.708† 3 (2) 0.697 3 (2) 0.696 3 (2) 0.684 4 (1)
Hood 0.668 0.687 3 (3) 0.667 6 (0) 0.681 4 (2) 0.682 4 (2)
Skywalker 0.667 0.697 3 (4) 0.693 3 (4) 0.687 3 (4) 0.672 6 (1)
Asterix 0.667 0.674 4 (4) 0.656 9 (-1) 0.67 6 (2) 0.67 6 (2)
Shanks 0.662 0.699† 3 (6) 0.67 6 (3) 0.676 4 (5) 0.669 6 (3)
Deadpool 0.644 0.67 6 (4) 0.669 6 (4) 0.662 9 (1) 0.655 10 (0)
Athos 0.638 0.673† 4 (7) 0.674† 4 (7) 0.656 10 (1) 0.648 10 (1)
Polnareff 0.634 0.671† 6 (6) 0.665† 9 (3) 0.646 10 (2) 0.643 11 (1)
DirichletLM 0.633 0.669 6 (7) 0.67† 6 (7) 0.649 10 (3) 0.647 10 (3)
Ishikawa 0.63 0.66† 10 (4) 0.665† 9 (5) 0.648 10 (4) 0.641 11 (3)

Axiom Similarity and Impact (nDCG@5)

Axiom Similarity and Impact (nDCG@10)

Questions’ show that the QSenSim axioms consistently outperform
other axiom groups, yielding significant improvements in nDCG@5
and @10 scores. In particular the ’max’ variants typically perform
well, probably due to their ability to focus only on the most rele-
vant parts of a document. With new visualizations of axiom effects
when re-ranking some existing retrieval models’ results, we are
further able to identify similar axioms. An interesting direction for
future research is to apply the new “argumentative” axioms also in
non-argumentative contexts.
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