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Abstract Evaluating conversational search systems based on simulated
user interactions is a potential approach to overcome one of the main
problems of static conversational search test collections: the collections
contain only very few of all the plausible conversations on a topic. Still,
one of the challenges of user simulation is generating realistic follow-up
questions on given outputs of a conversational system. We propose to ad-
dress this challenge by using state-of-the-art language models and find
that: (1) on two conversational search datasets, the tested models gen-
erate questions that are semantically similar to those in the datasets, es-
pecially when tuned for follow-up questions; (2) the generated questions
are mostly valid, related, informative, and specific according to human
assessment; and (3) for influencing the characteristics of the simulated
questions, small changes to the prompt are insufficient.
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1 Introduction

Conversational search has been a focus of information retrieval research for more
than a decade [4], yet many challenges remain, particularly in system evaluation.
In conversational search, users iteratively deepen their knowledge through dialog
with the search system. Unfortunately, such highly interactive conversations pose
a challenge for system evaluation: The many plausible utterances from which the
user and system choose each turn can lead to completely different conversations,
but traditional test collections can only cover a few such conversation branches.

To acquire sufficient interaction data with a conversational search system
for its evaluation—without expensive testing with real users—one can simulate
users at a large scale [8]. With this evaluation methodology, a simulation system
interacts with a search system to mimic a real user as closely as possible. Sim-
ulation parameters affect which actions the simulated user takes, enabling the
simulation of a wide variety of users. Moreover, it allows for the repetition of a
simulation with a different search system, facilitating A/B testing.
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User — I want to buy new running shoes.

System — My records say that you have been using a Nike Pegasus 33 before. How
did you like that?

User — I liked it a lot on tarmac, but my feet often hurt a bit on very long asphalt
runs.

System — Here are some alternatives for you. Of these, the ASICS Gel Nimbus 23
is especially renowed for its cushioned midsole. [shows pictures of shoes]

User — What is the midsole?

System — The midsole is the bed of foam that lies between your foot and the ground.
This is the part of the shoe responsible for feeling soft or hard in the shoe.

Figure 1. An envisioned dialogue between a user and a conversational search system,
taken from Balog [8], including the follow-up question “What is the midsole?”

Particularly important for user simulation is to have the simulator pose real-
istic follow-up questions, which are questions about something the search system
said earlier (cf. Figure 1). Follow-up questions are key for both conversational
search [4] and conversational question answering [22], and are frequently con-
tained in conversational search datasets: In TREC CAsT 2022 [27], we found
that 54% of the user utterances after the initial one contain follow-up questions.

In this paper, we explore the potential of using language models to simulate
user follow-up questions. Language models have recently reached an impressive
level in mimicking human language use, especially in continuing conversations.
Moreover, they can be tuned and/or instructed to conduct the discussions in
specific manners, making them a natural choice for user simulation.

Specifically, we pose and address the following research questions on follow-up
question generation through state-of-the-art language models:

1. Are the generated questions lexically or semantically similar to human-
generated questions in conversational search datasets? (cf. Section 4)

2. According to human judgments, are the generated questions appropriate
follow-up questions for the respective conversation? (cf. Section 5)

3. Can one adapt the prompt to steer the language model to generate questions
according to different user profiles? (cf. Section 6)

In the following, Section 3 covers the task of follow-up question simulation, the
selection of suitable datasets to analyze simulators, and the models that we
explore for simulation. Section 4 compares the follow-up questions our models
generate to those in the datasets using standard automated metrics, showing
that they are semantically similar. Section 5 presents a human assessment of
the simulated questions, showing that experts judge them as valid, related to
the context, informative, and mostly specific. Section 6 investigates whether the
models can be set to simulate specific users (e.g., naive or savvy ones) through
small intuitive prompt modifications, and presents a negative result.
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However, our results are mostly positive and highlight the promise of large
language models for user simulation, even if the simulation of specific users
requires further research (e.g., exploring fine-tuning or few-shot prompts).

2 Related Work

Our work is heavily inspired by the user simulator for conversational search
proposed by Balog [8]. His proposed architecture is modular, featuring a person-
alized knowledge graph to implement a user model, an interaction model, and a
mental model, as well as modules for response generation (planning, execution,
learning) and both natural language understanding (for input) and generation
(for output, alongside clicks). Our work fits within the generation module, but
can, for example, also be integrated as a module in generic AI assistant plat-
forms like DeepPavlov [42]. These use several independent modules to generate
candidate responses for an input and one control model to select from these can-
didates. Simulators of both kinds can then interact with conversational search
frameworks like Macaw [41] or DECAF [2] to evaluate specific conversational
retrieval models. Similar to our work, Kim and Lipani [23] simulate user utter-
ances for conversational search, but do not perform a human assessment of the
simulation, nor can their model integrate with the aforementioned frameworks.

Concepts related to follow-up question simulation. Several concepts related to
user simulation exist in the literature. Simulating user utterances is different
to both simulating user feedback [28] and generating (for the system) clarifica-
tion questions [3, 19, 30]. Our simulation is similar to question suggestion [33].
However, question suggestion attempts to find or generate useful next questions
for a user to ask based on their previous question (“People also ask”), not the
system’s answer. Moreover, follow-up questions are different to question refor-
mulations [9]: the former correspond to new questions based on what was said,
whereas the latter are (small) changes to the previous question, usually intended
to improve the question if the answer was not satisfactory. Conceptually, follow-
up questions open a new context space in the conversation [31], whereas refor-
mulations do not. Finally, follow-up questions seem related to but are actually
independent to conversational action types. For example, each of the user actions
defined by Azzopardi et al. [6] (reveal, inquire, navigate, interrupt, interrogate)
can be performed using a follow-up question, but also other types of questions.

Recent approaches to evaluation in information retrieval. Ideas to replace the
Cranfield paradigm of evaluation based on document collection, topics, and rel-
evance judgments date back over two decades [35], but are only recently gaining
more attention. Faggioli et al. [15] discuss pros and cons of automating relevance
judgments for IR along a human–machine collaboration spectrum and provide
an overview of existing ideas. Dietz et al. [12] and Dietz and Dalton [13] present a
method for generating (non-conversational) test collections for various tasks from
Wikipedia, and show that models are ranked similarly for a manual and their
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generated collection. Another approach is to create test collections that contain
questions along with the queries instead of relevance judgments. A document
is considered more relevant to the query the more of the questions a language
model can answer using the information from the document [34]. This approach
could be paired with simulated users to evaluate conversational systems.

3 Simulating Follow-up Questions via Language Models

This section defines the task at hand (Section 3.1), selects suitable existing
datasets (Section 3.2), and selects language models (Section 3.3) for our em-
pirical investigations on simulating follow-up questions in the later sections.

3.1 Defining Follow-up Question Simulation

For user simulation in conversational search, as described by Balog [8], we define
the task of follow-up question simulation as follows:

Task: Given an informative textual response to a user’s query, generate
a question that the user might ask based on the provided information.

A deliberately vague point of our definition is the restriction to follow-up ques-
tions that the user might ask. Balog [8] provides a list of several factors that
influence what a user might ask: current personal interests and preferences, per-
sona (personality, educational and socio-economical background, etc.), current
knowledge, and current understanding of the system’s capabilities. In this initial
paper, we simplify matters by concentrating our main experiments on a generic
user, but make a first attempt at user modeling in Section 6. We also refrain
from instructing the simulator on which point exactly to follow up on, both for
simplicity and as it is currenlty unclear whether user simulators should do so.

3.2 Selecting Datasets for Follow-up Question Simulation

We select TREC CAsT 2022 [27] and Webis-Nudged-Questions-23 [16] for
our experiments from a larger pool of datasets that we reviewed. Nei-
ther the MS MARCO conversational [7] nor the Webis-Conversational-Query-
Reformulations-21 [21] contain system responses. The questions in the SCAI-
QReCC dataset [5, 38] are on texts (generated from search results) that are
unavailable. The Wizard of Wikipedia dataset [14] is not task-oriented. The Mul-
tiWOZ dataset [10, 40] focuses heavily on transactions (e.g., hotel booking). The
Webis-Exhibition-Questions-21 [20] contains questions on elements displayed in
a virtual environment, which goes beyond the scope of our study.

The two selected datasets focus on conversational search and contain sys-
tem responses and subsequent user utterances. The TREC CAsT 2022 dataset
is the newest in a series of four datasets created for the TREC CAsT shared
task [27]. It includes 205 unique turns over 50 conversations. We manually iden-
tified all follow-up questions in the user utterances, with 26 targeting a specific
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system response preceding them; these questions were matched with their re-
spective system responses for our experiments. We utilize 100 system responses
that received follow-up questions. The Webis-Nudged-Questions-23 [16] contains
8376 crowdsourced questions to 30 short informative texts on three topics (argu-
ment search, exhibition, and product search). We employ all 30 texts as system
responses and a random sample of 30 questions per response as user utterances.

3.3 Selecting and Tuning Models for Follow-up Question Simulation

We’ve chosen GPT-4 [26] as the latest successor to Chat-GPT, and the Llama
models as robust open-source alternatives with strong performance [37]. For
Llama, we compare models of different sizes (Llama2-7B with 7 billion parame-
ters and Llama2-13B) and versions (Alpaca-7B, a tuned Llama1 [36]). We found
Llama2-chat models to perform similarly and thus discarded them.

Figure 2 shows the prompt that we use for all models, with variable texts
highlighted. The prompt reflects the instructions given to crowdworkers to gen-
erate follow-up questions for the Inquisitive dataset [24] (there called questions-
under-discussion and used for monological texts, but otherwise equivalent).

To further adapt the models to follow-up question simulation, we employ
instruction fine-tuning for Llama models using the same prompt. Fine-tuning
GPT-4 is not available at the time of writing. We fine-tune on three datasets:
TREC CAsT 2022 and Webis-Nudged-Questions-23, also used for evaluation,
and Inquisitive (see above) as a generic non-conversational dataset. For the first
two datasets, we ensure that the model is not tuned on the same conversation
it’s generating questions for, using a 3-fold cross-validation approach.

For fine-tuning and generation we use the HuggingFace Transformers li-
brary [39] on a single NVIDIA A100 GPU (40 GB). We use standard low-rank
adaptation [17] for efficient fine-tuning, applying low-rank updates (r = 64) with
a scaling parameter of α = 16 to all linear layers. We fine-tune each model for
one epoch, as further epochs did not reduce the loss significantly. We used a
batch size of 4 and a learning rate of 2 · 10−4.

In our evaluation, we assess zero-shot generation of both the original and fine-
tuned models.3 To illustrate the simulated follow-up questions, the Appendix
shows examples and the most common leading bigrams for some models.

4 Comparing Simulated and Original Human Questions

As a first approach to check whether the questions that large language models
generate are questions a user might ask (as per our task definition in Section 3.1),
we analyze whether the questions are similar to the ones that humans asked
in the respective dataset. This corresponds to our first research question: Are
the generated questions lexically or semantically similar to human-generated
questions in conversational search datasets?
3 Code, data, and models are available at https://github.com/webis-de/ECIR-24.

https://github.com/webis-de/ECIR-24
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### Instruction: Follow-up questions are the questions elicited from

readers as they naturally read through text. You are a savvy user. You

ask elaborate questions about the implications of what was being said.

Given the text below, write follow-up questions that you would ask if you

were reading this text for the first time.

### Text: The nation’s largest gun-rights group is taking some Texans to

task over their headline-generating demonstrations advocating the legal,

open carrying of weapons.

### Follow-up questions:

Figure 2. Example of a prompt we employ to simulate a user asking questions. Text
with a red background is always adapted to the respective conversation. Text with a
purple background is used to model different users (cf. Section 6) and is blank for the
other experiments.

4.1 Similarity Computation

We assess both lexical (i.e., same word sequence) and semantic similarity (similar
meaning) between simulated and human questions. For both we use standard
metrics from the machine translation and paraphrasing literature.

For lexical similarity, we employ the standard metric in machine translation,
BLEU [29]. BLEU computes word n-gram precision between a candidate text and
a set of reference texts. We compute BLEU up to 4-grams and apply Smoothing 4
from Chen and Cherry [11] to prevent inflation of BLEU for short questions.

For semantic similarity, we employ a nowadays commonly used metric in
paraphrasing, Sentence-BERT [32]. This method embeds both simulated and
human generated sentences with Sentence-BERT along with TinyBERT [18], as
TinyBERT embeddings are tuned for natural language understanding and the
embedding process is reasonably efficient. The semantic similarity is then the
cosine similarity of the embedding vectors, as it is standard for embeddings.

However, many follow-up questions can be imagined for each system re-
sponse, and we thus generate several questions per model and compare these
to all human-generated questions in the datasets (cf. Section 3.2). We repeat
the process if no question is generated up to five times. We then calcutate the
overall score for a set of questions simulated by a model for a dataset, Q̂, and the
human questions in the same dataset, Q, for a similarity measure φ (BLEU or
Sentence-BERT). Let Qs(q̂) be the set of questions within the human questions Q
that are asked for the same system response as a simulated question q̂. Then,
the overall score is the average similarity across each simulated question q̂ to its
most similar question q ∈ Qs(q̂), with similarity measured according to φ:

scoreφ(Q̂,Q) =

∑
q̂∈Q̂

(
max

q∈Qs(q̂)

φ(q̂, q)

)
|Q̂|

To reduce randomness, we report mean scores for 10 generation runs each.
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Table 1. Scores for BLEU and Sentence-BERT for simulated questions on TREC
CAsT 22 (CAsT) and Webis-Nudged-Questions-23 (WNQ). Reported values are the
means of 10 runs. All values from 0 (no similarity) to 1 (identical), with best values in
each column marked bold.

Model BLEU Sent.-BERT

Base Tuning CAsT WNQ CAsT WNQ

GPT-4 none 0.02 0.11 0.22 0.68

Alpaca-7B none 0.03 0.14 0.23 0.70
Alpaca-7B CAsT 0.03 0.08 0.20 0.46
Alpaca-7B Inquisitive 0.03 0.13 0.21 0.63
Alpaca-7B WNQ 0.03 0.13 0.22 0.66

Llama2-7B none 0.03 0.18 0.18 0.63
Llama2-7B CAsT 0.04 0.09 0.19 0.45
Llama2-7B Inquisitive 0.03 0.20 0.20 0.70
Llama2-7B WNQ 0.03 0.21 0.20 0.71

Llama2-13B none 0.03 0.19 0.21 0.66
Llama2-13B CAsT 0.04 0.07 0.20 0.41
Llama2-13B Inquisitive 0.04 0.23 0.22 0.68
Llama2-13B WNQ 0.03 0.22 0.20 0.70

4.2 Results

For lexical similarity (φ= BLEU), Table 1 shows that scores are very low for
the TREC CAsT dataset for all models (between 0.02 and 0.04), but higher for
Webis-Nudged-Questions-23 (between 0.07 and 0.23). Higher scores for Webis-
Nudged-Questions-23 are expected, since this dataset has on average 30 human-
generated questions per system response that are matched with each simulated
question, whereas for TREC CAsT there are only 1.3 on average. However,
we still conclude that the lexical similarity of the simulated questions to the
human questions is quite low for both datasets. Moreover, we find that models
fine-tuned on the TREC CAsT dataset generate questions for Webis-Nudged-
Questions-23 that are even more dissimilar than those generated without fine-
tuning. Interestingly, fine-tuning on the Inquisitive dataset seems to have no
strong negative effect, and in some cases even leads to the most similar questions.

For semantic similarity (φ= Sentence-BERT), Table 1 shows much higher
scores. Llama2-7B tuned on Webis-Nudged-Questions-23 achieves a Sentence-
BERT value of 0.71 on the same dataset. Moreover, we observe the same per-
formance decrease when fine-tuning on TREC CAsT as when fine-tuning on
Webis-Nudged-Questions-23, indicating that the questions in the datasets are
both lexically and semantically dissimilar.

In summary, we find that the simulated questions rarely match human ques-
tions when it comes to lexical similarity, but much more so for semantic simi-
larity. However, one has to consider that there are on average only 1.3 human-
generated questions per system response for TREC CAsT, yet many follow-up
questions are plausible for each system response, which naturally reduces the
score. Therefore, we conclude that the simulated questions are relatively similar,
at least in their meaning, to the questions that humans ask.
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5 Judging Simulated Questions

As a second approach to determine whether the questions generated by large
language models are questions users might ask (as per our task definition in Sec-
tion 3.1), we employ human experts to evaluate the questions. This corresponds
to our second research question: According to human judgments, are the gener-
ated questions appropriate follow-up questions for the respective conversation?

5.1 Human Judgment of Simulated Questions

To analyze whether a simulated utterance is an appropriate follow-up question,
we adopt three criteria employed by Ko et al. [24] to evaluate the questions in the
Inquisitive dataset (cf. Section 3.2) and extend it with the criterion of specificity
suggested by Adiwardana et al. [1] for conversational systems. Specifically, we
ask human judges the following for each simulated utterance: (1) Is it a valid
question? An invalid question is incomplete, incomprehensible, or not even a
question at all; (2) If it is a valid question, is it also related to the context,
i.e., the system response?; (3) If it is a valid and related question, is it also an
informative question? An answer for an informative question is not contained in
the system response; and (4) If it is a valid, related, and informative question, is
it also a specific question, i.e., not a question that could be asked for any system
response? For example, a question to the effect of “tell me more” is not specific.

These binary questions are answered by three of the authors as experts on the
matter. Each expert has a background in natural language processing and hav-
ing inspected the Inquisitive dataset to gain an exact understanding of the task.
However, to avoid annotation biases, the experts did not know which model pro-
duced an utterance or whether it was taken from the dataset, and they received
utterances in a random order. We selected one question from each of the 13 mod-
els used in the previous experiment and paired it with the original questions in
the dataset, yielding 1820 simulated responses and 7280 judgments. Since there
is some subjectivity to the judgments, we ensured consistency that the same
expert judged all utterances that were simulated for a system response. Finally,
for assessing agreement, the three expert annotators independently evaluated
all simulated utterances for one single TREC CAsT conversation. The agree-
ment, measured by Fleiss κ, was found to be moderate for each rating, which
we deemed acceptable for this task: 0.51 for “valid,” 0.52 for “related,” 0.53 for
“informative,” and 0.57 for “specific.”

5.2 Results

Table 2 summarizes the evaluation results for different datasets and criteria.
Notably, GPT-4 consistently outperforms other models in all dataset-criterion
combinations. Nonetheless, all models produce valid questions—even more often
than the crowdworkers employed for generating the Webis-Nudged-Questions-
23. The drop in performance is minimal when considering relatedness, suggest-
ing that current language models excel in these tasks. However, GPT-4 stands
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Table 2. Ratio of simulated questions judged as valid, related, informative, and spe-
cific for the TREC CAsT 22 (CAsT) and Webis-Nudged-Questions-23 (WNQ). Each
judgment implies the judgments to its left. Highest ratio in each column marked bold.

Model Valid Related Informative Specific

Base Tuning CAsT WNQ CAsT WNQ CAsT WNQ CAsT WNQ

GPT-4 none 0.98 0.97 0.97 0.97 0.84 0.87 0.84 0.87

Alpaca-7B none 0.93 0.97 0.93 0.93 0.73 0.63 0.72 0.63
Alpaca-7B CAsT 0.92 0.87 0.85 0.80 0.80 0.80 0.72 0.70
Alpaca-7B Inquisitive 0.94 0.80 0.92 0.80 0.77 0.67 0.75 0.67
Alpaca-7B WNQ 0.96 0.77 0.94 0.77 0.75 0.67 0.75 0.67

Llama2-7B none 0.92 0.80 0.84 0.77 0.60 0.50 0.57 0.47
Llama2-7B CAsT 0.94 0.93 0.84 0.70 0.76 0.57 0.73 0.43
Llama2-7B Inquisitive 0.95 0.87 0.94 0.83 0.73 0.77 0.72 0.77
Llama2-7B WNQ 0.96 1.00 0.94 0.93 0.65 0.63 0.65 0.63

Llama2-13B none 0.90 0.93 0.88 0.90 0.57 0.50 0.52 0.43
Llama2-13B CAsT 0.87 0.90 0.79 0.77 0.71 0.73 0.63 0.57
Llama2-13B Inquisitive 0.98 0.90 0.98 0.83 0.77 0.67 0.75 0.67
Llama2-13B WNQ 0.94 0.97 0.89 0.93 0.58 0.60 0.58 0.57

Original questions - 0.95 0.60 0.91 0.50 0.87 0.40 0.77 0.40

out in terms of informativeness. It is worth noting that the models without fine-
tuning consistently perform worse than their tuned counterparts. The utterances,
judged as informative, can be considered valid follow-up questions. As the last
two columns show, most such questions are also specific, although the models
fine-tuned on TREC CAsT occasionally produce unspecific questions. This re-
sult is not surprising, given that TREC CAsT dataset itself contains unspecific
questions (cf. original questions).

In summary, we find that, for the best models, the simulated utterances are
often valid follow-up questions. GPT-4 is the best model for simulation and
close to human performance (better than crowdworkers), but also Llama models
perform well, especially when fine-tuned. Moreover, fine-tuning can be used to
adapt the model to ask fewer specific questions. Therefore, we conclude that
simulated questions are often valid follow-up questions as per human judgment.

6 Modeling Specific Users through Prompt Modifications

As a third approach to assess whether the questions generated by large language
models align with what users might ask (outlined in Section 3.1), we simulate
distinct user profiles by modifying the model prompt. Human experts are then
asked to evaluate whether the generated questions accurately reflect these mod-
ifications. We purposefully attempt to simulate specific users by only changing
the model prompt, as prompt modifications are a cost-effective strategy and ne-
cessitate no additional training data. Thus, if prompt adjustments prove effective
in representing various user perspectives, language models can readily simulate
a wide array of users with minimal effort. This corresponds to our third research
question: Can one adapt the prompt to steer the language model to generate
questions according to different user profiles?
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Table 3. Ratio of simulated questions judged as asked by a naive, savvy, implication-
focused, or reasons-focused user for the TREC CAsT 22 (CAsT) and Webis-Nudged-
Questions-23 (WNQ). Ratios higher than for the same model without prompt modifi-
cation marked bold.

Model Naive Savvy Implications Reasons

Base Tuning Prompt CAsT WNQ CAsT WNQ CAsT WNQ CAsT WNQ

GPT-4 none 0.07 0.23 0.29 0.33 0.14 0.17 0.13 0.27
GPT-4 none Naive+Implic. 0.11 0.20 0.29 0.37 0.15 0.23 0.16 0.17
GPT-4 none Naive+Reasons 0.20 0.23 0.23 0.33 0.12 0.40 0.34 0.27
GPT-4 none Savvy+Implic. 0.01 0.03 0.54 0.77 0.25 0.50 0.12 0.17
GPT-4 none Savvy+Reasons 0.08 0.17 0.34 0.60 0.19 0.53 0.23 0.20

Alpaca-7B none 0.16 0.23 0.22 0.20 0.19 0.30 0.11 0.10
Alpaca-7B none Naive+Implic. 0.15 0.13 0.15 0.40 0.22 0.30 0.09 0.10
Alpaca-7B none Naive+Reasons 0.11 0.20 0.18 0.27 0.19 0.33 0.07 0.10
Alpaca-7B none Savvy+Implic. 0.18 0.13 0.27 0.53 0.20 0.47 0.15 0.07
Alpaca-7B none Savvy+Reasons 0.07 0.17 0.24 0.27 0.19 0.30 0.16 0.07

Llama2-13B none 0.52 0.40 0.01 0.03 0.06 0.07 0.12 0.13
Llama2-13B none Naive+Implic. 0.45 0.57 0.01 0.00 0.06 0.20 0.09 0.10
Llama2-13B none Naive+Reasons 0.47 0.47 0.03 0.03 0.06 0.13 0.22 0.23
Llama2-13B none Savvy+Implic. 0.38 0.33 0.06 0.03 0.19 0.13 0.06 0.03
Llama2-13B none Savvy+Reasons 0.43 0.20 0.03 0.07 0.07 0.07 0.19 0.13

Llama2-13B Inquisitive 0.50 0.40 0.02 0.10 0.03 0.20 0.19 0.23
Llama2-13B Inquisitive Naive+Implic. 0.40 0.70 0.01 0.07 0.06 0.27 0.30 0.27
Llama2-13B Inquisitive Naive+Reasons 0.43 0.70 0.07 0.00 0.06 0.17 0.38 0.20
Llama2-13B Inquisitive Savvy+Implic. 0.45 0.70 0.02 0.03 0.04 0.23 0.36 0.30
Llama2-13B Inquisitive Savvy+Reasons 0.42 0.57 0.03 0.10 0.05 0.20 0.30 0.17

Original questions 0.42 0.63 0.05 0.13 0.14 0.20 0.12 0.07

6.1 Prompt Modifications

From the vast number of possible user attributes we selected two dimensions for
our experiment: (1) naive vs. savvy user, corresponding to terms used in classical
user simulation [25]; and (2) users focusing on questions about implications vs.
reasons of something in the system response. We modify the prompt (Figure 2)
by adding the text: “You are a [savvy/naive] user. You ask [simple/elaborate]
questions about the [implications/reasons] of what was being said.” We use the
same evaluation setup and experts as in Section 5 to have the experts judge if a
given utterance aligns with the specified user type. Measured in the same way,
Fleiss κ shows substantial agreement for rating questions as from a user that is
focused on “implications” (κ= 0.75) and “savvy” (κ= 0.63), moderate agreement
for focused on “reasons” (κ= 0.46), and fair agreement for “naive” (κ= 0.37).

6.2 Results

Due to time constraints, our experts could only evaluate 4 out of the 14 different
models for each combination of savvy/naive and implications/reasons. As shown
in Table 3, our attempts to enhance the simulation through minor prompt ad-
justments were not successful. Although the prompt modifications did clearly
affect the simulation, the observed effects are not consistent with our hypothe-
sis. Especially for Llama2-13B fine-tuned on the Inquisitive dataset, there is a
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significant increase in certain ratios, but this increase was limited to only one
of the datasets. It appears that GPT-4 may be the most effective model for
identifying savvy or naive users, as it generated more responses aligned with the
prompt, particularly on the TREC CAsT dataset. However, this effect was not
as pronounced for users focusing on implications or reasons.

In summary, we find that small modifications to the prompt are insufficient
to steer the simulation towards specific user attributes. Of course, our experi-
mental setup is limited: different modifications or different attributes could yield
improved results. However, the attractiveness of small prompt modifications lies
in their simplicity of implementation. Our results indicate that, at least with the
tested models, this straightforward way of modeling users is not yet feasible.

7 Conclusion

User simulation is a promising yet hypothetical approach to the evaluation of
conversational search systems, addressing the drawbacks of static test collec-
tions for a highly interactive task. This paper presents another step towards
a complete user simulation—the simulation of follow-up questions to system
responses. As per the literature, follow-up questions are frequent and of key im-
portance in conversational search. We showed that large language models are
capable of simulating users asking follow-up questions. The semantic similar-
ity (Sentence-BERT) to human-generated questions reaches as high as 0.71 for
one of the two conversational search datasets we tested on. Moreover, human
experts judged the simulated questions in blind evaluation to be mostly valid,
related to the system response, and informative. Furthermore, we found that
fine-tuning models to datasets, even if they are out-of-domain, can improve the
simulation—more so than using larger models. While GPT-4 is ahead of the
open models in our benchmark, nearly matching human performance, the gap is
not excessive. However, we also presented a negative result: although the prompt
interface to language models suggests that modifications to the prompt could be
used to alter the simulation to represent different users, we found that our slight
modifications were insufficient and failed to control the simulation as intended.

Nonetheless, our results are mostly positive and highlight the promise of
large language models for user simulation, even if the simulation of specific users
requires further research. For example, instead of prompt-modification one could
explore fine-tuning or few-shot prompts. Both methods attempt to mimic a user
based on a few example questions. The latter adds these examples to the prompt,
which is more direct, but limited to only a few examples. Another venue for
research is to create a dataset of users to be then used in simulation, possibly
by extracting user attributes from existing conversations [43].

Although many questions remain open, our results provide further evidence
of the potential of user simulation to evaluate conversational search systems. Fur-
thermore, our method is not restricted to the simulation of follow-up questions,
and can be adapted to simulate other user interactions in the future.
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8 Limitations

The question of how to simulate users of a conversational search system has
many facets, many of which we could not address in this paper. Even for the
method of language models, which we focused on in this paper, we could not
explore the entire parameter space for the simulation. We approached the task
with both zero-shot and fine-tuning, but not with the middle ground of few-shot
learning (also called in-context learning). In terms of modeling specific users,
this work has barely scratched the surface of what is possible. Going back to
the idea of the personal knowledge graph from Balog [8], one could also use
methods that integrate such knowledge graphs into language models to model
different users. Furthermore, we only used two different datasets, which naturally
cannot represent the many different scenarios in which a user might search—for
many of which no dataset currently exists. Finally, we did not test our simulator
with an actual retrieval system, but evaluated the simulation as it continues a
human conversation (for TREC CAsT). Ideally, the language model picked up
the conversation and continued it naturally, but we have not evaluated whether
it actually did so, nor do we know of any evaluation metrics for checking this.

Acknowledgements This work was partially supported by the European Com-
mission under grant agreement GA 101070014 (https://openwebsearch.eu)

Appendix

Most frequent leading bigrams (lemmatized) and their frequency for original
questions and questions simulated by selected models (IT=Inquitisitive-tuned).

Rank Original Model

Llama2-7B Llama2-7B (IT) Llama2-13B

For TREC CAsT 22
1 what [be] 0.12 what [be] 0.62 what [be] 0.38 what [be] 0.70
2 tell [i] 0.11 what [do] 0.15 why [be] 0.17 what [do] 0.06
3 how [do] 0.06 how [do] 0.04 how [do] 0.14 how [do] 0.04
4 what [make] 0.05 why [do] 0.03 why [do] 0.07 how [can] 0.02
5 so [what] 0.03 why [be] 0.02 how [be] 0.05 why [be] 0.02
6 can [you] 0.02 who [be] 0.02 how [can] 0.03 who [be] 0.02
7 how [be] 0.02 how [many] 0.01 why [would] 0.02 why [do] 0.02
8 let [we] 0.02 how [can] 0.01 how [much] 0.02 how [be] 0.01
9 how [can] 0.02 do [you] 0.01 what [do] 0.02 when [be] 0.01

10 what [about] 0.02 what [would] 0.01 how [many] 0.01 how [many] 0.01

For Webis-Nudged-Questions-23
1 what [be] 0.21 what [be] 0.61 what [be] 0.40 what [be] 0.69
2 why [be] 0.03 what [do] 0.17 how [do] 0.15 what [do] 0.05
3 how [do] 0.03 how [do] 0.04 why [be] 0.14 who [be] 0.04
4 how [much] 0.03 who [be] 0.03 how [be] 0.06 how [do] 0.04
5 who [be] 0.03 why [do] 0.02 why [do] 0.06 why [be] 0.02
6 why [do] 0.03 why [be] 0.02 how [would] 0.04 why [do] 0.02
7 how [many] 0.02 how [much] 0.01 why [would] 0.04 how [much] 0.01
8 how [be] 0.01 how [can] 0.01 how [much] 0.03 when [be] 0.01
9 what [do] 0.01 how [be] 0.01 what [do] 0.01 how [can] 0.01

10 what [other] 0.01 why [would] 0.01 how [many] 0.01 how [would] 0.01

https://openwebsearch.eu
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Original follow-up question from the dataset and simulated questions by model.

System— Universal basic income, also referred to as UBI, is a fixed monthly
payment that every citizen of a country receives from the govern-
ment and which is sufficient to live on. Its supporters claim, above
all, that it promotes social justice.

GPT-4— Does UBI apply to children as well as adults?

Alpaca-7B— If so, in which countries do you think it could be implemented
most successfully?

Alpaca-7B
Inquisitive-tuned— What countries have implemented the UBI?

Alpaca-7B
WNQ-tuned— Does it really promote social justice?

Alpaca-7B
CAsT-tuned— Would it solve all the world’s problems?

Llama2-7B— What are the arguments against universal basic income?

Llama2-7B
Inquisitive-tuned— Why is this a social justice issue?

Llama2-7B
WNQ-tuned— What are the advantages of UBI?

Llama2-7B
CAsT-tuned— What’s the impact on the economy?

Llama2-13B— How is UBI funded?

Llama2-13B
Inquisitive-tuned— How is it determined that the amount is sufficient to live on?

Llama2-13B
WNQ-tuned— Who is eligible for UBI?

Llama2-13B
CAsT-tuned— How does it compare to the negative income tax?

Original— Will it cause inflation for living basics like groceries?
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