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Abstract This paper overviews 18 plagiarism detectors that have beendeveloped
and evaluated within PAN’10. We start with a unified retrieval process that sum-
marizes the best practices employed this year. Then, the detectors’ performances
are evaluated in detail, highlighting several important aspects of plagiarism de-
tection, such as obfuscation, intrinsic vs. external plagiarism, and plagiarism case
length. Finally, all results are compared to those of last year’s competition.
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1 Introduction

Research and development on automatic plagiarism detection is the prominent topic in
the broad field of text reuse studies. The evaluation of plagiarism detectors, however,
is still in its infancy: recently the first standardized evaluation framework for plagia-
rism detection has been published [17]. Using this framework the 2nd PAN competition
on plagiarism detection was held in conjunction with the 2010 CLEF conference. Al-
together 18 groups from all over the world developed plagiarism detectors for PAN,
which is 5 more than in last year’s competition [16]; 5 groupsattended for the second
time. In this paper we overview the participants’ detectionapproaches in a comparative
manner, and we report on the evaluation of their detection performances.

1.1 Plagiarism Detection

We define a plagiarism cases = 〈splg, dplg, ssrc, dsrc〉 as a 4-tuple which consists of a
passagesplg in a documentdplg that is the plagiarized version of some source passage
ssrc in dsrc. When givendplg, the task of a plagiarism detector is to detects, say, by re-
porting a plagiarism detectionr = 〈rplg, dplg, rsrc, d

′

src〉 which consists of an allegedly
plagiarized passagerplg in dplg and its sourcersrc in d′src, and which approximatess
as closely as possible. We say thatr detectss iff splg ∩ rplg 6= ∅, ssrc ∩ rsrc 6= ∅, and
dsrc = d′src. To accomplish this task, the plagiarism detector can resort to two strategies:
external plagiarism detection and intrinsic plagiarism detection.

In external plagiarism detection, it is assumed that the source documentdsrc for a
given plagiarized documentdplg can be found in a document collectionD, such as the



Web. Typically, plagiarism detection then divides into three steps [21]: first, a set of
candidate source documentsDsrc is retrieved fromD, where ideally|Dsrc| ≪ |D| to
speed up subsequent computations. Second, each candidatedsrc ∈ Dsrc is compared in
detail withdplg, and a plagiarism detectionr is reported if two highly similar passages
rplg andrsrc are identified betweendplg anddsrc. Third, the setR of reported detections
is post-processed to filter out false positives.

In intrinsic plagiarism detection, the plagiarism detector attempts to detect plagia-
rized passages solely based on information extracted fromdplg [10]. Strategies for this
approach typically include an analysis ofdplg’s writing style, since no two authors have
the same style. Naturally, detections obtained in this manner do not include source pas-
sages and source documents:r = 〈rplg, dplg〉. They are worthwhile nonetheless, since
there may be plagiarism cases whose sources have become inaccessible.

1.2 Evaluating Plagiarism Detectors

To evaluate a plagiarism detector we employ our recently published evaluation frame-
work for plagiarism detection, which comprises the PAN plagiarism corpus 2010, PAN-
PC-10, and three plagiarism detection performance measures [17]. The plagiarism de-
tector is asked to detect all plagiarism cases in the corpus,and then the accuracy of the
detections is measured.

During construction of the PAN-PC-10, a number of differentparameters have been
varied in order to create a high diversity of plagiarism cases. Table 1 gives an overview:
the corpus is divided into documents suspicious of plagiarism, and potential source
documents. Note that only a subset of the suspicious documents actually contains pla-
giarism cases, and that for some cases the sources are unavailable. Also, the fraction of
plagiarism per document and the document lengths have been varied. As for the pla-
giarism cases, one of their most salient properties is whether and how they have been

Table 1. Corpus statistics for 27 073 documents and 68 558 plagiarismcases in the PAN-PC-10.

Document Statistics

Document Purpose Plagiarism per Document
source documents 50% hardly (5%-20%) 45%
suspicious documents medium (20%-50%) 15%
– with plagiarism 25% much (50%-80%) 25%
– w/o plagiarism 25% entirely (>80%) 15%

Detection Task Document Length
external detection 70% short (1-10 pp.) 50%
intrinsic detection 30% medium (10-100 pp.) 35%

long (100-1000 pp.) 15%

Plagiarism Case Statistics

Obfuscation
none 40%
artificial
– low obfuscation 20%
– high obfuscation 20%

simulated 6%
translated ({de,es} to en) 14%

Case Length
short (50-150 words) 34%
medium (300-500 words) 33%
long (3000-5000 words) 33%

Topic Match of dsrc and dplg
intra-topic cases 50%
inter-topic cases 50%



obfuscated; i.e., real plagiarists rewrite their source passages in order to make detecting
them more difficult. A variety of obfuscation strategies have been employed in our cor-
pus, including artificial (automatic) obfuscation, simulated (manual) obfuscation, and
automatic translation from German and Spanish to English. Besides the obfuscation
type also the length of the plagiarism cases has been varied,and the fact whether or not
the topic of a plagiarized document matches that of the source document.

The performance of a plagiarism detector is quantified by thewell-known measures
precision and recall, supplemented by a third measure called granularity. LetS denote
the set of plagiarism cases in the suspicious documents of the corpus, and letR denote
the set of plagiarism detections the detector reports for these documents. To simplify
the notation, a plagiarism cases = 〈splg, dplg, ssrc, dsrc〉, s ∈ S, is represented as a set
s of references to the characters ofdplg anddsrc that form the passagessplg andssrc.
Likewise, a plagiarism detectionr ∈ R is represented asr. Based on these representa-
tions, the precision and the recall ofR underS can be measured micro-averaged (mic)
and macro-averaged (mac):

precmic(S,R) =
|
⋃

(s,r)∈(S×R)
(s ⊓ r)|

|
⋃

r∈R
r|

;

recmic(S,R) =
|
⋃

(s,r)∈(S×R)
(s ⊓ r)|

|
⋃

s∈S
s|

;

precmac(S,R) =
1

|R|

∑

r∈R

|
⋃

s∈S
(s ⊓ r)|

|r|
;

recmac(S,R) =
1

|S|

∑

s∈S

|
⋃

r∈R
(s ⊓ r)|

|s|
;

where s ⊓ r =

{

s ∩ r if r detectss,
∅ otherwise.

Precision and recall do not account for the fact that plagiarism detectors sometimes
report overlapping or multiple detections for a single plagiarism case. This is clearly
undesirable, and to address this deficit also a detector’s granularity is quantified as fol-
lows:

gran(S,R) =
1

|SR|

∑

s∈SR

|Rs|,

whereSR ⊆ S are cases detected by detections inR, andRs ⊆ R are detections ofs.
I.e.,SR = {s | s ∈ S ∧ ∃r ∈ R : r detectss} andRs = {r | r ∈ R ∧ r detectss}.

The above measures are computed for each plagiarism detector; however, they do
not allow for an absolute ranking among detectors. Therefore, the three measures are
combined into a single, overall score as follows:

plagdet(S,R) =
F1

log2(1 + gran(S,R))
,

whereF1 is the equally-weighted harmonic mean of precision and recall.

2 Survey of Plagiarism Detectors

This section surveys the plagiarism detectors developed for PAN. We summarize the
best practices that have been employed this year for external plagiarism detection, dis-



cuss their suitability for practical use, and compare them with those of last year. Finally,
Section 2.3 reports on this year’s approaches to intrinsic plagiarism detection.

2.1 External Plagiarism Detection in PAN 2010

All except one participant submitted lab reports describing their plagiarism detectors.
After analyzing all 17 reports, certain algorithmic patterns became apparent to which
many participants followed independently. We have unified and organized the different
approaches in the form of a “reference retrieval process forexternal plagiarism detec-
tion”: given a suspicious documentd and a document collectionD, the task is to detect
all plagiarism casess in d. The process follows the aforementioned three steps, i.e.,
candidate retrieval, detailed analysis, and post-processing.

Candidate Retrieval.In order to simplify the detection of cross-language plagiarism,
non-English documents inD are translated to English using machine translation (ser-
vices). Then, to speed up subsequent computations, a subsetDsrc of D is retrieved that
comprises candidates for plagiarism ind. Basically, this is done by comparingd with
every document inD using a fingerprint retrieval model:d is represented as a finger-
print d of hash values of sorted wordn-grams extracted fromd. Note that sorting the
n-grams brings them into a canonical form which cancels out plagiarism obfuscation
locally. Beforehand,d is normalized by removing stop words, by replacing every word
with a particular word from its synonym set (if possible), and by stemming the remain-
der. Again, these steps cancel out some obfuscation.

Since many suspicious documents are to be analyzed againstD, the entire setD
is represented as fingerprint collection,D, which is stored in an inverted index. Then,
the postlists for the values ind are retrieved, and all documents that occur in at least
k postlists are considered as candidate source documentsDsrc. Note that the value of
k increases asn decreases. This approach is equivalent to an exhaustive comparison
of d with every fingerprint inD using the Jaccard coefficient, but optimal in terms of
runtime efficiency when repeating the task with different suspicious documents.

Detailed Analysis.The suspicious documentd is compared in-depth with each candi-
date source documentdsrc ∈ Dsrc. This is done by means of heuristic sequence align-
ment algorithms, that, inspired by their counterparts in bioinformatics, work as follows:
first, the sorted wordn-grams that match exactly betweend anddsrc are extracted as
seeds. Second, the seeds are merged stepwise into aligned passages by applying merge
rules. A merge rule decides whether two seeds or aligned passages can be merged, e.g.
by checking whether they fulfill a certain condition with regard to their relative positions
in the two documents. Typically, a number of merge rules are organized in a precedence
hierarchy: a superordinate rule is applied until no two seeds can be merged anymore
by that rule, then the next subordinate rule is applied on theresulting aligned passages,
and so on until all rules have been processed. Third, the obtained pairsrplg andrsrc of
aligned passages are returned as plagiarism detectionsr = 〈rplg, d, rsrc, dsrc〉.

Post-Processing.Before being returned to the user, the setR of plagiarism detections
from the previous step is filtered in order to reduce false positive detections. In this
regard a set of “semantic” rules is applied that, for instance, require detections to have
at least a certain length or that discard detections whose passagesrplg andrsrc do not



exceed a similarity threshold under some retrieval model. Moreover, ambiguous detec-
tions that report different sources for approximately the same plagiarized passage ind
are dealt with, e.g., by discarding the less probable alternative.

2.2 Discussion and Comparison to PAN 2009

Compared to last year, the detectors have matured and specialized to the problem do-
main. With regard to their practical use in a real-world setting, however, some devel-
opments must be criticized. In general, many of this year’s developments pertain only
to plagiarism detection in local document collections, butcannot be applied easily for
plagiarism detection against the Web.

A novelty this year is that many participants approach cross-language plagiarism
cases straightforwardly by automatically translating allnon-English documents to En-
glish. In cross-language information retrieval, this solution is often mentioned as an
alternative to others, but it is hardly ever applied. Reasons for this include the fact that
machine translation technologies are difficult to set up in the first place. All of this is of
course alleviated to some extent by online translation services like Google Translate.1

With regard to plagiarism detection, however, this solution can only be applied locally,
and not on the Web.

Most of the retrieval models for candidate retrieval employ“brute force” finger-
printing, say, instead of selecting fewn-grams from a document, as is custom with
near-duplicate detection algorithms like shingling and winnowing [3, 19], alln-grams
are used. The averagen this year compares to that of last year with about 4.2 words,
the winning approach uses 5 words. New this year is that then-grams are sorted before
computing their fingerprint hash values. Moreover, some participants put more effort
into text pre-processing, e.g., by performing synonym normalization. Altogether, such
and similar heuristics can be seen ascounter-obfuscation heuristics. Fingerprinting can-
not be easily applied when retrieving source candidates from the Web, so some partici-
pants employ standard keyword retrieval technologies, such as Lucene and Terrier.2 All
of them, however, first chunk the source documents and index the chunks rather than the
documents, so as to retrieve plagiarized portions of a source document more directly.
Anyway, be it fingerprinting or keyword retrieval, the use ofinverted indexing to speed
up candidate retrieval is predominant this year; only few participants still resort to a
naïve comparison of all pairs of suspicious documents and source documents.

With regard to detailed analysis, one way or another, all participants employ se-
quence alignment heuristics, but few notice the connections to bioinformatics and im-
age processing. Hence, due to the lack of a formal framework,participants come up
with rather ad hoc rules. Finally, in order to minimize the granularity, some participants
discard overlapping detections with ambiguous sources partly or altogether. It may or
may not make sense to do so in a competition, but in a real-world setting this cannot
hold.

1 http://translate.google.com
2 http://lucene.apache.org and http://terrier.org



2.3 Intrinsic Plagiarism Detection in PAN 2010

Intrinsic plagiarism detection has received less attention this year as it turns out that
developing algorithms to detect both kinds of plagiarism cases and combining them
into a single detector is still too difficult a task to be accomplished within a few months
time. Moreover, intrinsic plagiarism detection is still inits infancy compared to external
plagiarism detection, and so is research on combining the two. The winning participant
reports to have successfully reimplemented last year’s best approach, however, the de-
velopments were dropped in favor of external plagiarism detection [9]. The third winner
has successfully combined intrinsic and external detection by employing the intrinsic
detection algorithm only on suspicious documents for whichno external plagiarism has
been detected [12]. Only one participant has developed an intrinsic-only detector [22].
The underlying approach to intrinsic plagiarism detectionhas not changed: a suspicious
documentd is chunked, and, using a writing style retrieval model, eachchunk is com-
pared with the whole ofd. Then, chunks whose writing style differs significantly from
the average writing style of the document are identified using outlier detection. Con-
secutive outlier chunks are merged, and finally, all outliers are returned as plagiarism
detections.

3 Evaluation Results

In this section we report on the detection performances of the plagiarism detectors that
took part in PAN. Their overall performance is analyzed, which determines this year’s
winners, and then, each detector’s performance is analyzedwith regard to the aforemen-
tioned parameters of our evaluation corpus. Again, we discuss the results and compare
them with those of last year.
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Figure 1. Final ranking of the plagiarism detectors that took part in PAN 2010. For simplicity,
each detector is referred to by last name of the lead developer. The plot is best viewed sideways.



Table 2. Plagiarism detection performance on the entire PAN-PC-10.

Performance Measure
Precision Recall Granularity

 0
 0

.5
 1

 
0
.
9
4

 
0
.
9
1

 
0
.
8
4

 
0
.
9
1

 
0
.
8
5

 
0
.
8
5

 
0
.
7
3

 
0
.
7
8

 
0
.
9
6

 
0
.
5
1

 
0
.
9
3

 
0
.
1
8

 
0
.
4
0

 
0
.
5
0

 
0
.
9
1

 
0
.
1
3

 
0
.
3
5

 
0
.
6
0

 0
 0

.5
 1

 
0
.
6
9

 
0
.
6
3

 
0
.
7
1

 
0
.
4
8

 
0
.
4
8

 
0
.
4
5

 
0
.
4
1

 
0
.
3
9

 
0
.
2
9

 
0
.
3
2

 
0
.
2
4

 
0
.
3
0

 
0
.
1
7

 
0
.
1
4

 
0
.
2
6

 
0
.
0
7

 
0
.
0
5

 
0
.
0
0

 1
 1

.5
 2

 
1
.
0
0

 
1
.
0
7

 
1
.
1
5

 
1
.
0
2

 
1
.
0
1

 
1
.
0
0

 
1
.
0
0

 
1
.
0
2

 
1
.
0
1

 
1
.
8
7

 
2
.
2
3

 
1
.
0
7

 
1
.
2
1

 
1
.
1
5

 
6
.
7
8

 
2
.
2
4

1
7
.
3
1

 
8
.
6
8

K
as

pr
za

k
Z

ou
M

uh
r

G
ro

ze
a

O
be

rr
eu

te
r

T
or

re
jó

n
P

er
ei

ra
P

al
ko

vs
ki

i
S

ob
ha

G
ot

tr
on

M
ic

ol
C

os
ta

-ju
ss

à
N

aw
ab

G
up

ta
V

an
ia

S
uà

re
z

A
lz

ah
ra

ni
Ift

en
e

K
as

pr
za

k
Z

ou
M

uh
r

G
ro

ze
a

O
be

rr
eu

te
r

T
or

re
jó

n
P

er
ei

ra
P

al
ko

vs
ki

i
S

ob
ha

G
ot

tr
on

M
ic

ol
C

os
ta

-ju
ss

à
N

aw
ab

G
up

ta
V

an
ia

S
uà

re
z

A
lz

ah
ra

ni
Ift

en
e

K
as

pr
za

k
Z

ou
M

uh
r

G
ro

ze
a

O
be

rr
eu

te
r

T
or

re
jó

n
P

er
ei

ra
P

al
ko

vs
ki

i
S

ob
ha

G
ot

tr
on

M
ic

ol
C

os
ta

-ju
ss

à
N

aw
ab

G
up

ta
V

an
ia

S
uà

re
z

A
lz

ah
ra

ni
Ift

en
e

3.1 Overall Detection Performance

Figure 1 shows the final ranking among this year’s 18 plagiarism detectors: each of
them was used to detect the plagiarism cases hidden in the PAN-PC-10 corpus, and
their overall success is quantified by theirplagdet scores. The best performing detector
is that of Kasprzak and Brandejs [9], which outperforms boththe second and the third
detector by about 14%. The remaining detector’s performances vary widely from good
to poor performance.

In Table 2 each detector’s precision, recall, and granularity are given, which were
used to compute theplagdet ranking of Figure 1. In every plot the detectors are ordered
according to this ranking, so that each performance characteristic can be judged with
regard to a detector’s final rank. When looking at precision,the detectors roughly divide
into two groups: these with a high precision (> 0.7) and these without. Apparently,
almost all detectors with a high precision achieve top ranks. The recall is, with some
exceptions, proportional to the ranking, while the top 3 detectors are set apart from the
rest. Most notably, some detectors achieve a higher recall than their ranking suggests,
which pertains particularly to the detector of Muhr et al. [12], which outperforms even
the winning detector. With regard to granularity, again, two groups can be distinguished:
these with a low granularity (< 1.5) and these without. Remember that a granularity
close to 1 is desirable. Again, the detectors with lowest granularity tend to be ranked
high, whereas the detectors on rank two and three have a surprisingly high granularity
when compared to the others. Altogether, a lack of precisionand/or high granularity
explains why some detectors with high recall get ranked low (and vice versa), which
shows that there is more than one way to excel in plagiarism detection. Nevertheless,
the winning detector does well in all respects.

3.2 Detection Performances per Corpus Parameter

Our evaluation corpus comprises a number of parameters thathave been varied in order
to create a high diversity of plagiarism cases; see Table 1 for an overview. In the fol-
lowing a detailed analysis of the detectors’ performances in terms of these parameters
is given.



Table 3. Plagiarism detection performance on external / intrinsic plagiarism cases (row 1 / 2).

� Detection Task Performance Measure
Precision Recall Granularity
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Detection Task.Table 3 summarizes the detection performances with regard to portions
of the evaluation corpus that are intended for external plagiarism detection and intrin-
sic plagiarism detection. Since most of the participants focused on external plagiarism
detection, the trends that appear on the entire corpus can beobserved here as well. The
only difference is that the recall values are between 20% and30% higher than on the en-
tire corpus, which is due to the fact that about 30% of all plagiarism cases in the corpus
are intrinsic plagiarism cases. Only Muhr et al. [12] and Suárez et al. [22] made serious
attempts to detect intrinsic plagiarism; their recall is well above 0, but only Muhr et al.’s
precision is well. Combining intrinsic and external detection pays off overall for Muhr
et al., and the intrinsic-only detection of Suárez et al. even detects some of the external
plagiarism cases. Grozea and Popescu [6] tried to exploit knowledge about the corpus
construction process to detect intrinsic plagiarism, which is of course not practical.

Obfuscation.Table 4 summarizes the detection performances with regard to the dif-
ferent obfuscation strategies employed in our corpus. As expected, it is not difficult to
detect unobfuscated plagiarism, at least not for the top plagiarism detectors. Artificial
plagiarism with both low and high obfuscation can be detected well, too, while the recall
decreases slightly with increasing obfuscation. Simulated plagiarism, however, appears
to be much more difficult to detect regarding both precision and recall. Interestingly,
the best performing detectors on simulated plagiarism are not the top detectors. With
regard to translated plagiarism, all participants who usedmachine translation to first
translate non-English documents in the corpus to English were successful both in terms
of precision and recall. Some, however, suffer from a poor granularity.

Topic Match.Table 5 summarizes the detection performances with regard to whether
or not the topic of a document that contains plagiarism matches that of its source doc-
uments. It can be observed that this appears to make no difference at all, other than a
slightly smaller precision and recall for inter-topic cases compared to intra-topic cases.



Table 4. Plagiarism detection performance dependent on obfuscation strategy.

� Obfuscation Performance Measure
Precision Recall Granularity
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However, since many participants did not implement a retrieval process similar to that
of Web search engines, some doubts remain whether these results hold in practice.

Case Length, Document Length, and Plagiarism per Document.Tables 6, 7, and 8 sum-
marize the detection performances with regard to the lengthof a plagiarism case, the
length of a plagiarized document, and the percentage of plagiarism per plagiarized doc-
ument. In general, it can be noted that the longer a case and the longer a document, the
easier it is to detect plagiarism. This can be explained by the fact that long plagiarism
cases in the corpus are less obfuscated than short ones, assuming that a plagiarist does
not spend much time on long cases, and since long documents contain more of the long
cases on average than short ones. Also, the more plagiarism per plagiarized document
the better the detection, since a plagiarism detector may bemore confident with its de-



Table 5. Plagiarism detection performance dependent on whether or not the topic of the plagia-
rized documents matches that of the source document.

� Topic Match Performance Measure
Precision Recall Granularity

in
tr

a-
to

pi
c

 0
 0

.5
 1

 
0
.
8
5

 
0
.
1
5

 
0
.
9
5

 
0
.
4
9

 
0
.
9
2

 
0
.
5
9

 
0
.
2
1

 
0
.
7
7

 
0
.
9
5

 
0
.
9
2

 
0
.
3
6

 
0
.
8
6

 
0
.
9
4

 
0
.
8
7

 
0
.
9
2

 
0
.
8
0

 
0
.
7
6

 
0
.
8
6

 0
 0

.5
 1

 
0
.
5
7

 
0
.
0
6

 
0
.
3
5

 
0
.
2
3

 
0
.
6
1

 
0
.
2
9

 
0
.
4
1

 
0
.
5
1

 
0
.
8
7

 
0
.
8
1

 
0
.
0
7

 
0
.
4
5

 
0
.
3
4

 
0
.
8
7

 
0
.
3
3

 
0
.
4
8

 
0
.
0
0

 
0
.
6
1

 1
 1

.5
 2

 
1
.
0
0

 
2
.
2
8

 
2
.
2
1

 
1
.
4
0

 
1
.
0
1

 
1
.
1
3

 
1
.
0
0

 
1
.
0
0

 
1
.
0
0

 
1
.
0
8

1
8
.
9
5

 
1
.
0
9

 
1
.
0
1

 
1
.
0
5

 
6
.
7
1

 
1
.
0
1

1
1
.
1
2

 
1
.
0
2

in
te

r-
to

pi
c

 0
 0

.5
 1

 
0
.
8
8

 
0
.
1
8

 
0
.
9
5

 
0
.
4
6

 
0
.
9
2

 
0
.
5
2

 
0
.
2
3

 
0
.
7
6

 
0
.
9
6

 
0
.
9
1

 
0
.
3
6

 
0
.
4
5

 
0
.
9
6

 
0
.
8
9

 
0
.
9
1

 
0
.
8
3

 
0
.
6
1

 
0
.
8
8

 0
 0

.5
 1

 
0
.
5
5

 
0
.
0
6

 
0
.
2
7

 
0
.
1
9

 
0
.
5
7

 
0
.
1
5

 
0
.
3
5

 
0
.
4
9

 
0
.
8
4

 
0
.
7
6

 
0
.
0
5

 
0
.
3
7

 
0
.
3
6

 
0
.
8
2

 
0
.
3
2

 
0
.
4
7

 
0
.
0
0

 
0
.
5
8

 1
 1

.5
 2

 
1
.
0
0

 
2
.
3
5

 
2
.
2
5

 
1
.
1
4

 
1
.
0
2

 
1
.
1
4

 
1
.
0
2

 
1
.
0
0

 
1
.
0
0

 
1
.
0
6

1
6
.
9
7

 
2
.
1
4

 
1
.
0
1

 
1
.
1
9

 
6
.
7
3

 
1
.
0
2

 
7
.
9
7

 
1
.
0
1

K
as

pr
za

k
Z

ou
M

uh
r

G
ro

ze
a

O
be

rr
eu

te
r

T
or

re
jó

n
P

er
ei

ra
P

al
ko

vs
ki

i
S

ob
ha

G
ot

tr
on

M
ic

ol
C

os
ta

-ju
ss

à
N

aw
ab

G
up

ta
V

an
ia

S
uà

re
z

A
lz

ah
ra

ni
Ift

en
e

K
as

pr
za

k
Z

ou
M

uh
r

G
ro

ze
a

O
be

rr
eu

te
r

T
or

re
jó

n
P

er
ei

ra
P

al
ko

vs
ki

i
S

ob
ha

G
ot

tr
on

M
ic

ol
C

os
ta

-ju
ss

à
N

aw
ab

G
up

ta
V

an
ia

S
uà

re
z

A
lz

ah
ra

ni
Ift

en
e

K
as

pr
za

k
Z

ou
M

uh
r

G
ro

ze
a

O
be

rr
eu

te
r

T
or

re
jó

n
P

er
ei

ra
P

al
ko

vs
ki

i
S

ob
ha

G
ot

tr
on

M
ic

ol
C

os
ta

-ju
ss

à
N

aw
ab

G
up

ta
V

an
ia

S
uà

re
z

A
lz

ah
ra

ni
Ift

en
e

tections if much plagiarism is found in a document. Altogether, the general behavior of
the plagiarism detectors with regard to these corpus parameters is similar.

Table 6. Plagiarism detection performance dependent on case length.

� Case Length Performance Measure
Precision Recall Granularity
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Table 7. Plagiarism detection performance dependent on document length.

� Document Length Performance Measure
Precision Recall Granularity
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3.3 Discussion and Comparison to PAN 2009

The detection task, the obfuscation strategies, and the length of a plagiarism case are the
key parameters of the corpus that determine detection difficulty: the most difficult cases
to be detected are those without source, and short ones with simulated obfuscation. The
difficulty to detect simulated plagiarism may be in part due to the fact that is was created
with specific intructions to create high obfuscation.

Since this year’s evaluation corpus has been re-developed from scratch, a compar-
ison to last year’s detection results is not straightforward. In this respect, the second-
time participation of last year’s winner forms an importantconnection: Grozea and
Popescu [6] report that their detector is the same as last year and that almost none of its
parameters have been changed. This makes all results of lastyear comparable to those
of this year, simply, by applying the rule of three. Figure 2 shows a combined ranking of
all participants from this year and last year. The groups whoparticipated for the second
time improved their plagiarism detectors significantly.

4 Conclusion

A number of lessons learned can be derived from this year’s results: research and de-
velopment on external plagiarism detection focuses too much on retrieval from local
document collections instead of Web retrieval, while the less developed intrinsic pla-
giarism detection does not get much attention. Besides Web retrieval, another challenge



Table 8. Plagiarism detection performance dependent on amount of plagiarism per document.

� Plagiarism per Document Performance Measure
Precision Recall Granularity
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Figure 2. Ranking of the plagiarism detectors that took part in PAN 2009 and PAN 2010. The
performances of PAN 2009 detectors are shaded dark, those ofPAN 2010 detectors light.



in external plagiarism detection is obfuscation: while artificial obfuscation appears to
be detectable relatively easy if a plagiarism case is long, short plagiarism cases as well
as simulated obfuscation is not. Regarding translated plagiarism, again, automatically
generated cases pose no big challenge in a local document collection, while we hypoth-
esize that simulated cross-language plagiarism will. Future competitions will have to
address these shortcomings.
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