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Abstract Cross-language plagiarism detection deals with the automatic identifica-

tion and extraction of plagiarism in a multilingual setting. In this setting, a suspicious

document is given, and the task is to retrieve all sections from the document that origi-

nate from a large, multilingual document collection. Our contributions in this field are

as follows: (i) a comprehensive retrieval process for cross-language plagiarism detec-

tion is introduced, highlighting the differences to monolingual plagiarism detection,

(ii) state-of-the-art solutions for two important subtasks are reviewed, (iii) retrieval

models for the assessment of cross-language similarity are surveyed, and, (iv) the

three models CL-CNG, CL-ESA and CL-ASA are compared.

Our evaluation is of realistic scale: it relies on 120 000 test documents which are

selected from the corpora JRC-Acquis and Wikipedia, so that for each test document

highly similar documents are available in all of the 6 languages English, German,

Spanish, French, Dutch, and Polish. The models are employed in a series of ranking

tasks, and more than 100 million similarities are computed with each model. The

results of our evaluation indicate that CL-CNG, despite its simple approach, is the

best choice to rank and compare texts across languages if they are syntactically re-

lated. CL-ESA almost matches the performance of CL-CNG, but on arbitrary pairs of

languages. CL-ASA works best on “exact” translations but does not generalize well.
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1 Introduction

Plagiarism, the unacknowledged use of another author’s original work, is considered

as one of the biggest problems in publishing, science, and education. Texts and other

works of art have been plagiarized all throughout history, but with the advent of

the World Wide Web text plagiarism is observed at an unprecedented scale. This

observation is not surprising since the Web makes billions of texts, code sources,

images, sounds, and videos easily accessible, that is to say, copyable.

Plagiarism detection, the automatic identification of plagiarism and the retrieval

of the original sources, is developed and investigated as a possible countermeasure.

Although humans can identify cases of plagiarism in their areas of expertise quite

easily, it requires much effort to be aware of all potential sources on a given topic

and to provide strong evidence against an offender. The manual analysis of text with

respect to plagiarism becomes infeasible on a large scale, so that automatic plagiarism

detection attracts considerable attention.

The paper in hand investigates a particular kind of text plagiarism, namely the de-

tection of plagiarism across languages, sometimes called translation plagiarism. The

different kinds of text plagiarism are organized in Figure 1. Cross-language plagia-

rism, shown encircled, refers to cases where an author translates text from another

language and then integrates the translated text into his/her own writing. It is reason-

able to assume that plagiarism does not stop at language barriers since, for instance,

scholars from non-English speaking countries often write assignments, seminars, the-

ses, and papers in their native languages, whereas current scientific discourse to re-

fer to is often published in English. There are no studies which directly assess the

amount of cross-language plagiarism, but in 2005 a broader study among 18 000 stu-

dents revealed that almost 40% of them admittedly plagiarized at least once, which
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Figure 1 Taxonomy of text plagiarism types, along with approaches to detect them [19].
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also includes cross-lingual cases [16]. Apart from being an important practical prob-

lem, the detection of cross-language plagiarism also poses a research challenge, since

the syntactical similarity between source sections and plagiarized sections found in

the monolingual setting is more or less lost across languages. Hence, research on this

task may help to improve current methods of cross-language information retrieval as

well.

1.1 Related Work

The authors of [8, 15] survey plagiarism detection approaches; here, we merely ex-

tend these surveys by recent developments. All of the different kinds of plagiarism

shown in Figure 1 are addressed in the literature: the detection of exact copies [5, 12],

the detection of modified copies [27, 28], and, for both of the former, their detection

without reference collections [18, 19, 30]. Cross-language plagiarism detection has

also attracted attention [2, 7, 22, 24, 26]. However, the mentioned research still fo-

cuses on a subtask of the retrieval task, namely text similarity computation across

languages. I.e., the part is mistaken for the whole and it is overlooked that there are

other subtasks that must also be tackled in order to build a practical solution. We also

observe that the different approaches are not evaluated in a comparable manner.

1.2 Outline and Contributions

Section 2 introduces a comprehensive retrieval process for cross-language plagia-

rism detection. The process is derived from monolingual plagiarism detection ap-

proaches, while two important subtasks that are different in a multilingual setting are

discussed in detail: Section 3 is about the heuristic retrieval of candidate documents,

and Section 4 surveys retrieval models for the detailed comparison of documents.

With respect to the latter, Section 5 presents a large-scale evaluation of three retrieval

models to measure the cross-language similarity of texts: the CL-CNG model [17],

the CL-ESA model [24], and the CL-ASA model [2]. All experiments were repeated

on test collections sampled from the parallel JRC-Acquis corpus and the comparable

Wikipedia corpus. Each test collection contains aligned documents written in En-

glish, Spanish, German, French, Dutch, and Polish.

2 Retrieval Process for Cross-Language Plagiarism Detection

Let dq denote a suspicious document written in language L, and let D′ denote a

document collection written in another language L′. The detection of a text section

in dq that is plagiarized from D′ can be organized within three steps (see Figure 2):

1. Heuristic Retrieval. From D′ a set of candidate documents D′
q is retrieved where

each document is likely to contain sections that are very similar to certain sections

in dq . This step requires methods to map the topic or genre of dq from L to L′.
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Figure 2 Retrieval process of cross-language plagiarism detection, inspired by [32].

2. Detailed Analysis. Each document in D′
q is compared section-wise with dq, using

a retrieval model to measure the cross-language similarity between documents

from L and L′. If for a pair of sections a high similarity is measured, a possible

case of cross-language plagiarism is assumed.

3. Knowledge-based Post-Processing. The candidates for cross-language plagiarism

are analyzed in detail in order to filter false positives, e.g., if the copied sections

have been properly cited.

At first sight this process may appear rather generic, but the underlying consid-

erations become obvious when taking the view of the practitioner: since plagiarists

make use of the World Wide Web, a plagiarism detection solution has to use the en-

tire indexed part of the Web as reference collection D′. This requires the retrieval

of candidate documents D′
q with |D′

q| ≪ |D′|, since a comparison of dq against

each Web document is infeasible. The following sections discuss particularities of

step 1 and 2 with respect to a multilingual setting. Note that the third step requires no

language-specific treatment.

3 Heuristic Retrieval of Candidate Documents

We identify three alternatives for the heuristic retrieval of candidate documents across

languages. They all demonstrate solutions for this task, utilizing well-known meth-

ods from cross-language information retrieval (CLIR), monolingual information re-

trieval (IR), and hash-based search. Figure 3 shows the alternatives. The approaches

divide into methods based on a focused search and methods based on hash-based

search. The former reuse existing keyword indexes and well-known keyword retrieval

methods to retrieveD′
q, the latter rely on a fingerprint index of D′ where text sections

are mapped onto sets of hash codes.

Approach 1. Research in cross-language information retrieval addresses keyword

query tasks in first place, where for a user-specified query q in language L docu-

ments are to be retrieved from a collection D′ in language L′. By contrast, our task is

a so-called “query by example task”, where the query is the document dq , and docu-

ments similar to dq are to be retrieved fromD′. Given a keyword extraction algorithm
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Figure 3 Retrieval process of the heuristic retrieval step for cross-language plagiarism detection.

both tasks are solved in the same way using standard CLIR methods: translation of

the keywords from L to L′ and querying of a keyword index which stores D′.

Approach 2. In this approach dq is translated from L to L′ with machine translation

technology, this way obtaining d′q . Afterwards keyword extraction is applied to d′q,
which is similar to Approach 1, and the keyword index of D′ is queried with the

extracted words in order to retrieve D′
q. This approach compares to the first one in

terms of retrieval quality, however, Approach 3 provides a faster solution if dq is

translated to d′q .

Approach 3. A fingerprinted document dq is represented as small set of integers,

called fingerprint. The integers are computed with a similarity hash function hϕ

which operationalizes a similarity measure ϕ and which maps similar documents

with a high probability onto the same hash code. Given dq’s translation d′q , the set of
candidate documents is retrieved in virtually constant time by querying the fingerprint

index of D′ with hϕ(d′q). An alternative option, which has not been investigated yet,
is the construction of a cross-language similarity hash function. With such a function

at hand the task of translating dq to d′q can be omitted.

Remarks. Given the choice among the outlined alternatives the question is “Which

way to go?”. Today we argue as follows: there is no reason to disregard existing

Web indexes, such as the keyword indexes maintained by the major search engine

providers. This favors Approach 1 and 2, and it is up to the developer if he trusts the

CLIR approach more than the combination of machine translation and IR, or vice

versa. Both approaches require careful development and adjustment in order to work

in practice. However, if one intends to index portions of the Web in order to build a

dedicated index for plagiarism detection purposes, hash-based search (Approach 3)

is the choice. It provides near-optimum retrieval speed at reasonable retrieval quality

and a significantly smaller index compared to a keyword index [23, 28, 31].
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4 Detailed Analysis: Retrieval Models to Measure Cross-Language Similarity

This section surveys retrieval models which can be applied in the detailed analysis

step of cross-language plagiarism detection; they measure the cross-language simi-

larity between sections of the suspicious document dq and sections of the candidate

documents in D′
q. Three retrieval models are described in detail, the cross-language

character 3-grammodel, the cross-language explicit semantic analysis model, and the

cross-language alignment-based similarity analysis model.

4.1 Terminology and Existing Retrieval Models

In information retrieval two real-world documents, dq and d′, are compared using

a retrieval model R, which provides the means to compute document representa-

tions dq and d
′ as well as a similarity function ϕ. ϕ(dq,d

′) maps onto a real value

which indicates the topical similarity between dq and d′. A common retrieval model

is the vector space model, VSM, where documents are represented as term vectors

whose similarity is assessed with the cosine similarity.

We distinguish four kinds of cross-language retrieval models (see Figure 4):

(i) models based on language syntax, (ii) models based on dictionaries, gazetteers,

rules, and thesauri, (iii) models based on comparable corpora, and (iv) models based

on parallel corpora. Models of the first kind rely on syntactical similarities between

languages and on the appearance of foreign words. Models of the second kind can

be called cross-language vector space models. They bridge the language barrier by

translating single words or concepts such as locations, dates, and number expressions

fromL to L′. Models of the third and fourth kind have to be trained on an aligned cor-

pus that contains documents from the languages to be compared. The two approaches

differ with respect to the required degree of alignment: comparable alignment refers

to documents in different languages, which describe roughly the same topic, while

parallel alignment refers to documents that are translations of each other and whose

words or sentences have been mapped manually or heuristically to their respective

translations. Obviously the latter poses a much higher requirement than the former.

The following models have been proposed:

– CL-CNG represents documents by character n-grams (CNG) [17].

– CL-VSM and Eurovoc-based models build a vector space model [13, 25, 33].

– CL-ESA exploits the vocabulary correlations of comparable documents [24, 36].

– CL-ASA is based on statistical machine translation technology [2].

– CL-LSI performs latent semantic indexing [10, 14].

– CL-KCCA performs a kernel canonical correlation analysis [35].

Cross-language similarity analysis

Retrieval model

based on

parallel corpora:

CL-ASA, CL-LSI, CL-KCCA

based on

dictionaries:

CL-VSM, Eurovoc-based

based on

comparable corpora:

CL-ESA

based on

syntax:

CL-CNG

Figure 4 Taxonomy of retrieval models for cross-language similarity analysis.
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The alternatives imply a trade-off between retrieval quality and retrieval speed.

Also, the availability of necessary resources for all considered languages is a concern.

CL-CNG can be straightforwardly operationalized and requires only little language-

specific adjustments, e.g., alphabet normalization by removal of diacritics. The CL-

VSM variants offer a retrieval speed comparable to that of the VSM in monolingual

information retrieval, but the availability of handmade translation dictionaries de-

pends on the frequency of translations between the respective languages. Moreover,

this model requires significant efforts with respect to disambiguation and domain-

specific term translations [1, 33]. CL-LSI and CL-KCCA are reported to achieve a

high retrieval quality, but their runtime behavior disqualifies them for many practi-

cal applications: at the heart of both models is a singular value decomposition of a

term-document matrix which has cubic runtime. This is why we chose to compare

CL-CNG, CL-ESA, and CL-ASA. All of them are reported to provide a reasonable

retrieval quality, they require no manual fine-tuning, pretty few cross-language re-

sources, and they can be scaled to work in a real-world setting. A comparison of these

models is also interesting since they operationalize different paradigms for cross-

language similarity assessment.

4.2 Cross-Language Character n-Gram Model (CL-CNG)

Character n-grams for cross-language information retrieval achieve a remarkable per-

formance in keyword retrieval for languages with syntactical similarities [17]. We ex-

pect that this approach extends to measuring the cross-language document similarity

between such languages as well. Given a pre-defined alphabet Σ and an n ∈ [1, 5], a
document d is represented as a vector d whose dimension is in O(|Σ|n). Obviously
d is sparse, since only a fraction of the possible n-grams occur in any d. In analogy

to the VSM, the elements in d can be weighted according to a standard weight-

ing scheme, and two documents d and d′ can be compared with a standard mea-

sure ϕ(d,d′). Here we choose Σ = {a, . . . , z, 0, . . . , 9}, n = 3, tf ·idf -weighting,
and the cosine similarity as ϕ. In the following we refer to this model variant as

CL-C3G.

4.3 Cross-Language Explicit Semantic Analysis (CL-ESA)

The CL-ESA model is an extension of the explicit semantic analysis model [11, 24,

36]. ESA is a collection-relative retrieval model, which means that a document d is

represented by its similarities to the documents of a so-called index collection DI .

These similarities in turn are computed with a monolingual retrieval model such as

the VSM [29]:

d|DI
= AT

DI
· dVSM,

where AT
DI

denotes the matrix transpose of the term-document matrix of the docu-

ments in DI , and dVSM denotes the term vector representation of d. Again, various
term weighting schemes are applicable in this connection.
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Figure 5 Illustration of the cross-language explicit semantic analysis model.

If a second index collection D′
I in another language is given such that the docu-

ments in D′
I have a topical one-to-one correspondence to the documents in DI , the

ESA representations in both languages become comparable. I.e., the cross-language

similarity between d and d′ can be expressed as ϕ(d|DI
,d′

|D′

I

). Figure 5 illustrates

this principle for two languages. CL-ESA naturally extends to multiple languages;

moreover, the approach gets by without translation technology, be it dictionary-based

or other. The model requires merely a comparable corpus of documents written in

different languages about similar topics. These documents may still be written inde-

pendently of each other. An example for such a corpus is the Wikipedia encyclopedia

where numerous concepts are covered in many languages.

4.4 Cross-Language Alignment-based Similarity Analysis (CL-ASA)

The CL-ASA model is based on statistical machine translation technology; it com-

bines a two-step probabilistic translation and similarity analysis [2]. Given dq, written

in L, and a document d′ from a collection D′ written in L′, the model estimates the

probability that d′ is a translation of dq according to Bayes’ rule:

p(d′ | dq) =
p(d′) p(dq | d′)

p(dq)
(1)

p(dq) does not depend on d′ and hence is neglected. From a machine translation

viewpoint p(dq | d′) is known as translation model probability; it is computed using

a statistical bilingual dictionary. p(d′) is known as language model probability; it
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describes the target language L′ in order to obtain grammatically acceptable text in

the translation [6].

Our concern is the retrieval of possible translations of dq written in L′ (and

not translating dq into L′), and against this background we propose adaptations for

the two sub-models: (i) the adapted translation model is a non-probabilistic mea-

sure w(dq | d′), and (ii) the language model is replaced by a length model ̺(d′),
which depends on document lengths instead of language structures. Based on these

adaptations we define the following similarity measure:

ϕ(dq , d
′) = s(d′ | dq) = ̺(d′) w(dq | d′) (2)

Unlike other similarity measures this one is not normalized; note that the partial

order induced among documents resembles the order of other similarity measures.

The following subsections describe the adapted translation model w(dq | d′) and the

length model ̺(d′).

4.4.1 Translation Model

The translation model requires a statistical bilingual dictionary. Given the vocabu-

laries of the corresponding languages X ∈ L and Y ∈ L′, the bilingual dictionary

provides estimates of the translation probabilities p(x, y) for every x ∈ X and y ∈ Y .
This distribution expresses the probability for a word x to be a valid translation of a

word y. The bilingual dictionary is estimated by means of the well-known IBM M1

alignment model [6, 20], which has been successfully applied in monolingual and

cross-lingual information retrieval tasks [4, 21]. In order to generate a bilingual dic-

tionary, M1 requires a sentence-aligned parallel corpus.1 The translation probability

of two texts d and d′ is originally defined as:

p(d | d′) =
∏

x∈d

∑

y∈d′

p(x, y), (3)

where p(x, y) is the probability that the word x is a translation of the word y. The
model was demonstrated to generate good sentence translations, but since we are

considering entire documents of variable lengths, the formula is adapted as follows:

w(d | d′) =
∑

x∈d

∑

y∈d′

p(x, y) (4)

The weight w(d | d′) increases if valid translations (x, y) appear in the implied

vocabularies. For a word x with p(x, y) = 0 for all y ∈ d′, w(d | d′) is decreased
by ǫ = 0.1.

1 The estimation is carried out on the basis of the EM algorithm [3, 9]. See [6, 22] for an explanation

of the bilingual dictionary estimation process.



10

Table 1 Estimated length factors for the language pairs L-L′, measured in characters. A value of µ > 1

implies |d| < |d′| for d and its translation d′.

Parameter en-de en-es en-fr en-nl en-pl

µ 1.089 1.138 1.093 1.143 1.216

σ 0.268 0.631 0.157 1.885 6.399

4.4.2 Length Model

Though it is unlikely to find a pair of translated documents d and d′ such that |d| =
|d′|, we expect that their lengths will be closely related by a certain length factor for

each language pair. In accordance with [26] we define the length model probability

as follows:

̺(d′) = exp

(

−0.5

(

(|d′|/|d|) − µ

σ

)2
)

, (5)

where µ and σ are the average and the standard deviation of the character lengths

between translations of documents from L to L′. Observe that in cases where a trans-

lation d′ of a document dq has not the expected length, the similarity ϕ(dq, d
′) is

reduced.

Table 1 lists the values for µ and σ that are used in the evaluation for the consid-

ered language pairs; these values have been estimated using the JRC-Acquis training

collection. The variation of the length between a document dq and its translation d′

approximates a normal distribution (cf. Figure 6 for an illustration).

5 Evaluation of Retrieval Models for the Detailed Analysis

In our evaluation we compare CL-C3G, CL-ESA, and CL-ASA in a ranking task.

Three experiments are conducted on two test collections with each model and over

all language pairs whose first language is English and whose second language is

one of Spanish, German, French, Dutch, and Polish. In total, more than 100 million

similarities are computed with each model.
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5.1 Corpora for Model Training and Evaluation

To train the retrieval models and to test their performance we extracted large collec-

tions from the parallel corpus JRC-Acquis and the comparable corpusWikipedia. The

JRC-Acquis Multilingual Parallel Corpus comprises legal documents from the Euro-

pean Union which have been translated and aligned with respect to 22 languages [34].

The Wikipedia encyclopedia is considered to be a comparable corpus since it com-

prises documents frommore than 200 languages which are linked across languages in

case they describe the same topic [24]. From these corpora only those documents are

considered for which aligned versions exist in all of the aforementioned languages:

JRC-Acquis contains 23 564 such documents, and Wikipedia contains 45 984 docu-

ments, excluding those articles that are lists of things or which describe a date.2

The extracted documents from both corpora are divided into a training collec-

tion that is used to train the respective retrieval model, and a test collection that is

used in the experiments (4 collections in total). The JRC-Acquis test collection and

the Wikipedia test collection contain 10 000 aligned documents each, and the cor-

responding training collections contain the remainder. In total, the test collections

comprise 120 000 documents: 10 000 documents per corpus × 2 corpora × 6 lan-

guages. As described above, CL-ESA requires the comparable Wikipedia training

collection as index documents, whereas CL-ASA requires the parallel JRC-Acquis

training collection to train bilingual dictionaries for all of the considered language

pairs. Note that CL-C3G requires no training.

5.2 Experiments and Methodology

The experiments are based on those of [24]: let dq be a query document from a test

collection D, let D′ be the documents aligned with those in D, and let d′q denote the

document that is aligned with dq . The following experiments have been repeated for

1 000 randomly selected query documents with all three retrieval models on both test

collections, averaging the results.

Experiment 1: Cross-Language Ranking. Given dq, all documents in D′ are ranked

according to their cross-language similarity to dq; the retrieval rank of d′q is recorded.
Ideally, d′q should be on the first or, at least, on one of the top ranks.

Experiment 2: Bilingual Rank Correlation.Given a pair of aligned documents dq ∈ D
and d′q ∈ D′, the documents from D′ are ranked twice: (i) with respect to their

cross-language similarity to dq using one of the cross-language retrieval models, and,

(ii) with respect to their monolingual similarity to d′q using the vector space model.

The top 100 ranks of the two rankings are compared using Spearman’s ρ, a rank cor-
relation coefficient which measures the disagreement and agreement of rankings as a

value between -1 and 1. This experiment relates to “diagonalization:” a monolingual

reference ranking is compared to a cross-lingual test ranking.

Experiment 3: Cross-Language Similarity Distribution. This experiment contrasts the

similarity distributions of comparable documents and parallel documents.

2 If only pairs of languages are considered, many more aligned documents can be extracted from

Wikipedia, e.g., currently more than 200 000 between English and German.
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5.3 Results and Discussion

Experiment 1: Cross-Language Ranking. This experiment resembles the situation of

cross-language plagiarism in which a document (a section) is given and its translation

has to be retrieved from a collection of documents (of sections). The results of the

experiment are shown in Table 2 as recall-over-rank plots.

Table 2 Results of Experiment 1 for the cross-language retrieval models.

Experiment 1: Cross-Language Ranking

Wikipedia JRC-Acquis Language Pair

CL-ASA CL-ESA CL-C3G
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Observe that CL-ASA achieves near-perfect performance on the JRC-Acquis test

collection, while its performance on the Wikipedia test collection is poor for all lan-

guage pairs. CL-ESA achieves between a medium and a good performance on both

collections, dependent on the language pair, and so does CL-C3G, which outperforms

CL-ESA in most cases. With respect to the different language pairings all models vary

in their performance, but, with the exception of both CL-ASA and CL-C3G on the

English-Polish portion of JRC-Acquis (bottom right plot), the performance charac-

teristics are the same on all language pairs.

It follows that CL-ASA has in general a large variance in its performance, while

CL-ESA and CL-C3G show a stable performance across the corpora. Remember that

JRC-Acquis is a parallel corpus while Wikipedia is a comparable corpus, so that CL-

ASA seems to be working much better on “exact” translations than on comparable

documents. Interestingly, CL-ESA and CL-C3G work better on comparable docu-

ments than on translations. An explanation for these findings is that the JRC-Acquis

corpus is biased to some extent; it contains only legislative texts from the European

Union and hence is pretty homogeneous. In this respect both CL-ESA and CL-C3G

appear much less susceptible than CL-ASA, while the latter may perform better when

trained on a more diverse parallel corpus. The Polish portion of JRC-Acquis seems to

be a problem for both CL-ASA and CL-C3G, but less so for CL-ESA, which shows

that the latter can cope with less related languages.

Experiment 2: Bilingual Rank Correlation. This experiment can be considered as a

standard ranking task where documents have to be ranked according to their similarity

to a document written in another language. The results of the experiment are reported

as averaged rank correlations in Table 3.

As in Experiment 1, CL-ASA performs good on JRC-Acquis and unsatisfactory

on Wikipedia. In contrast to Experiment 1, CL-ESA performs similar to both CL-

CNG and CL-ESA on JRC-Acquis with respect to different language pairs, and it

outperformsCL-ASA onWikipedia. Again, unlike in the first experiment, CL-C3G is

outperformed by CL-ESA. With respect to the different language pairings all models

show weaknesses, e.g., CL-ASA on English-Polish and, CL-ESA as well as CL-C3G

on English-Spanish and English-Dutch. It follows that CL-ESA is more applicable as

a general purpose retrieval model than are CL-ASA or CL-C3G, while special care

needs to be taken with respect to the involved languages. We argue that the reason for

the varying performance is rooted in the varying quality of the employed language-

specific indexing pipelines and not in the retrieval models themselves.

Table 3 Results of Experiment 2 for the cross-language retrieval models.

Language Experiment 2: Bilingual Rank Correlation

Pair Wikipedia JRC-Acquis

CL-ASA CL-ESA CL-C3G CL-ASA CL-ESA CL-C3G

en-de 0.14 0.58 0.37 0.47 0.31 0.28

en-es 0.18 0.17 0.10 0.66 0.51 0.42

en-fr 0.16 0.29 0.20 0.38 0.54 0.55

en-nl 0.14 0.17 0.11 0.58 0.33 0.31

en-pl 0.11 0.40 0.22 0.15 0.35 0.15
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Experiment 3: Cross-Language Similarity Distribution. This experiment shall give us

an idea about what can be expected from each retrieval model; the experiment cannot

directly be used to compare the models or to tell something about their quality. Rather,

it tells us something about the range of cross-language similarity values one will

measure when using the model, in particular, which values indicate a high similarity

and which values indicate a low similarity. The results of the experiment are shown

in Table 4 as plots of ratio of similarities-over-similarity intervals.

Table 4 Results of Experiment 3 for the cross-language retrieval models.

Experiment 3: Cross-language Similarity Distribution

Wikipedia JRC-Acquis Language Pair
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Observe that the similarity distributions of CL-ASA has been plotted on a dif-

ferent scale than those of CL-ESA and CL-C3G: the top x-axis of the plots shows

the range of similarities measured with CL-ASA, the bottom x-axis shows the range
of similarities measured with the other models. This is necessary since the similari-

ties computed with CL-ASA are not normalized. It follows that the absolute values

measured with the three retrieval models are not important, but the order they induce

among the compared documents is. In fact, this holds for each of retrieval models,

be it cross-lingual or not. This is also why the similarity values computed with two

models cannot be compared to one another: e.g., the similarity distribution of CL-

ESA looks “better” than that of CL-C3G because it is more to the right, but in fact,

CL-C3G outperforms CL-ESA in Experiment 1.

6 Summary

Cross-language plagiarism is an important direction of plagiarism detection research

but is still in its infancy. In this paper we pointed out a basic retrieval strategy for this

task, including two important subtasks which require special attention: the heuris-

tic multilingual retrieval of potential source candidates for plagiarism from the Web,

and the detailed comparison of two documents across languages. With respect to the

former, well-known and less well-known state-of-the-art research is reviewed. With

respect to the latter, we survey existing retrieval models and describe three of them

in detail, namely the cross-language character n-gram model (CL-CNG), the cross-

language explicit semantic analysis (CL-ESA) and the cross-language alignment-

based similarity analysis (CL-ASA). For these models we report on a large-scale

comparative evaluation.

The evaluation covers three experiments with two aligned corpora, the compa-

rable Wikipedia corpus and the parallel JRC-Acquis corpus. In the experiments the

models are employed in different tasks related to cross-language ranking in order to

determine whether or not they can be used to retrieve documents known to be highly

similar across languages. Our findings include that the CL-C3G model and the CL-

ESA model are in general better suited for this task, while CL-ASA achieves good

results on professional and automatic translations. CL-CNG outperforms CL-ESA

and CL-ASA. However, unlike the former, CL-ESA and CL-ASA can also be used

on language pairs whose alphabet or syntax are unrelated.
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