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Classifying Encounter Notes in the
Primary Care Patient Record

Thomas Brox Røst and Øystein Nytrø and Anders Grimsmo1

Abstract. The ability to automate the assignment of primary care

medical diagnoses from free-text holds many interesting possibili-

ties. We have collected a dataset of free-text clinical encounter notes

and their corresponding manually coded diagnoses and used it to

built a document classifier. Classifying a test set of 2,000 random en-

counter notes yielded a coding accuracy rate of 49.7 %. Automated

coding of primary care encounter notes is a novel application area,

and though imperfect our method proves interesting enough to war-

rant further research.

1 Introduction

In this study we attempt to classify primary care clinical encounter

notes into their corresponding diagnoses. We do so by learning docu-

ment classifiers from a manually coded dataset collected from a Nor-

wegian primary care center. Research have shown that the manual

diagnosis coding of primary care encounter notes tend to be of high

quality [20]. This, coupled with the the size of the dataset, makes the

application area interesting from an information retrieval and docu-

ment classification point of view. In the long term, being able to infer

diagnoses from written text might prove useful in e.g. detection of

incorrect diagnoses and improving electronic patient record systems.

We consider this study as an initial exploration into applying proven

document classification techniques onto a novel application area.

The electronic patient record (EPR) has gradually attained

widespread usage in primary care. In Norway, more than 90 % of

primary care physicians are routinely using computer-based patient-

record systems [3] and many have been doing so for more than 15

years. A typical feature of most commercial EPR systems in use to-

day is that the encounter note, which is the main documentation of

the doctor-patient consultation, is written as free-text narrative. There

are perfectly practical reasons for this: Unstructured free-text is easy

to write and represents the traditional way of documenting patient

treatment. However, this makes the information within less suitable

for automated processing and thereby keeps the EPR from fulfilling

its full potential as a useful tool for both research and clinical prac-

tice. Attempts have been made to create EPRs that impose varying

degrees of structure on the clinical narrative, but with limited suc-

cess so far.

To alleviate this problem, many researchers have attempted to use

natural language processing (NLP), text classification and text min-

ing techniques on clinical narrative. Some NLP systems have proven

very useful in a number of clearly defined domains, such as detec-
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tion of bacterial pneumonia from chest X-ray reports [4], finding ad-

verse drug events in outpatient medical records [10] and discharge

summaries [19], and identifying suspicious findings in mammogram

reports [12]. A common feature of such systems is that they restrict

themselves to a narrow clinical domain with a clearly defined vocab-

ulary and a limited form of discourse, such as one would find in spe-

cialized hospital reports. Our long-term goal is to draw on research

from these areas and explore the usefulness of similar techniques

on the primary care patient record. However, the lack of empirical

knowledge on the content in primary care documentation raises the

need for preliminary investigations on the narrative structure found

therein. This initial study attempts to use supervised document class-

fication to explore if there is a correspondence between the diagnosis

and the documented encounter. Besides from the previously men-

tioned possible benefits of automated coding, a secondary purpose

is to learn more about the informational value and underlying docu-

mentational patterns in primary care encounter notes.

2 Background

Among the characteristic features of primary care encounter notes

are sparseness, brevity, heavy use of abbreviations and many spelling

mistakes. The notes are normally written during the consultation by

the treating physician, this in contrast with hospital patient records

which are usually dictated by the physician and then transcribed by

a secretary. A typical encounter note might look something like this:

Inflamed wounds over the entire body. Was treated w/ apocillin

and fucidin cream 1 mth. ago. Still using fucidin. Taking sam-

ple for bact. Beginning tmnt. with bactroban. Call in 1 week for

test results2.

To classify such notes we rely on the presence of manually coded

diagnosis codes. The use of clinical codes in primary care is com-

mon in the United Kingdom, the Netherlands, and Norway [16]. The

motivation for coding is both for reimbursement and statistical pur-

poses. In our experimental dataset the notes are coded according to

the ICPC-2 coding system. ICPC-2 is the second edition of the In-

ternational Classification of Primary Care, a coding system which

purpose is to provide a classification that reflects the particular needs

and aspects of primary care [11]. Using a single ICPC code, each

health care encounter can be classified so that both the reasons for

encounter, diagnoses or problems, and process of care are evident.

Together, these elements make out the core constituent parts of the

health care encounter in primary care. Moreover, one or more en-

counters associated with the same health problem or disease form an

episode of care [9].

2 Translated from the Norwegian
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ICPC-2 follows a bi-axial structure with 17 chapters along one

axis and 7 components along the other. The chapters are single-letter

representations of body systems (Table 1) while the components are

two-digit numeric values (Table 2). As an example, ”R02” is the

ICPC code for shortness of breath.

Table 1. ICPC chapter codes.

Chapter code Description

A General and unspecified
B Blood, blood-forming organs and immune mechanism
D Digestive
F Eye
H Ear
K Circulatory
L Musculoskeletal
N Neurological
P Psychological
R Respiratory
S Skin
T Endocrine, metabolic and nutritional
U Urological
W Pregnancy, child-bearing, family planning
X Female genital
Y Male genital
Z Social problems

Table 2. ICPC component codes.

Number Range Description

1 01-29 Complaint and symptom component
2 30-49 Diagnostic, screening, and preventive component
3 50-59 Medication, treatment, procedures component
4 60-61 Test results component
5 62-63 Administrative component
6 64-69 Referrals and other reasons for encounter
7 70-99 Diagnosis/disease component

There are several examples of attempts to automate the coding of

diagnoses [5, 15, 18, 21, 23], all of which concern themselves with

the alternative ICD code. ICD is a more complex code than ICPC

and is more suited for specialized usage in hospitals. March [18]

describes the use of Bayesian learning to achieve automated ICD

coding of discharge diagnoses. Franz [5] compares coding methods

with and without the use of an underlying lexicon and concludes that

lexicon-based methods perform no better than lexicon-free methods,

unless one adds conceptual knowledge. Larkey [15] found that using

a combination of different classifiers yielded improved automatic as-

signment of ICD codes. There is a practical purpose to automated

ICD coding: ICD is a more complex code than ICPC and accord-

ingly manual ICD encoding takes up a lot of time. There have also

been other approaches towards automated coding of clinical text.

Hersh [8] attempted to predict trauma registry procedure codes from

emergency room dictations. Aronow [2] classified encounter notes in

order to find acute exacerbations of asthma and radiology reports for

certain findings, this through the use of Bayesian inference networks

and the ID3 decision tree algorithm. Document classification and IR

has been applied in other medical domains as well, such as clustering

of medical paper abstracts [17].

Examples of automated ICPC coding are harder to come by. Letril-

liart [16] describes a string matching system that assigns ICPC codes

from free-text sentences containing hospital referral reasons, based

on a manually created look-up table. We have not found examples of

similar attempts at automated ICPC classification in the literature.

As for classification techniques, this study uses support vector ma-

chines (SVM). SVMs have proved useful and have shown good gen-

eral performance for text classification tasks [13] when compared

with other classifiers. Our goal for this study is not to compare clas-

sification methods; this will be explored further in future work.

3 Methods and Data

We have collected a dataset from a medium-sized general practice

office in Norway. The data consists of encounter notes for a total of

10,859 patients in the period from 1992 to 2004. All in all, there

are 482,902 unique encounters. The Norwegian Health Personnel

Act [1] requires that caregivers provide “relevant and necessary in-

formation about the patient and about the health care” in the patient

record. In practice, this manifests itself as a combination of struc-

tured and unstructured information about the encounter. Information

such as personal details about the patient, prescriptions, laboratory

results, medical certificates and diagnosis codes is typically available

in structured format, while encounter notes, referrals and discharge

notes comes in the form of unstructured free-text. For the purposes

of this paper, we have only considered the encounter notes and the

accompanying ICPC-2 diagnosis code.

A known source of noise is that a minority of the notes are likely to

be written in Danish or nynorsk (literally “New Norwegian”) rather

than standard Norwegian (bokmål). There are also more than 20 dif-

ferent authors, so there may be differences in documentational style

as well. Interns fresh out of medical school may for example be more

inclined to document more thoroughly than an experienced physi-

cian.

The dataset has been automatically anonymized using a custom-

built anonymization tool [22]. Each word or token is controlled

against a database of words that are known to be insensitive and a

set of rules that deal with alphanumeric patterns such as medication

doses, date ranges, and laboratory test values. Sensitive tokens are

replaced with a general identifier or an identifier that shows the type

of token that was replaced.

Each encounter will typically consist of a written note of highly

variable length and zero or more accompanying ICPC codes. 287,868

of the available encounters have one or more ICPC codes (Table 3).

Table 3. Number of ICPC codes per encounter.

Number of ICPC codes Number of encounters

1 235,860
2 44,651
3 6,037
≥4 1,320

There are some notable differences in terms of code use between

hospital and primary care settings. Larkey [15] describes a test set of

discharge summaries with a mean of 4.43 ICD-9 codes per document,

while Nilsson [20] notes that a set of Swedish general practice patient

records has a mean of 1.1 ICD-10 codes per record. While there may

be regional and cultural differences with respect to coding practice,

the latter corresponds with our findings of 1.2 ICPC-2 codes per note

(Table 3).

Since we concern ourselves with the relation between the en-

counter note and the ICPC code, we discard all encounters with more

2
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than one code in order to avoid ambiguity in the training data. Of the

235,860 encounters that are left, 175,167 have an accompanying en-

counter note.

The use of ICPC codes as classification bins for encounter notes is

essentially a multi-class classification problem. Since there are 726

distinct ICPC codes it becomes practical to reduce the class dimen-

sionality. We choose to group codes according to their chapter value,

so that we are left with the 17 single-letter body codes as classes.

When grouping encounter notes by their ICPC chapter value we

note that there is a varying degree of verbosity. The use of sparse en-

counter notes is often common in primary care, for instance when re-

newing recurring prescriptions. To determine average note verbosity

for each ICPC chapter, all relevant encounter notes are tokenized.

After removing stop words, whitespace and other noisy elements,

the average length and standard deviation is calculated (Table 4).

Table 4. Average note length by ICPC chapter.

Chapter Avg. No words St. dev. Samples

N (Neurological) 40 33.2 5,637
D (Digestive) 39 30.0 11,386
Z (Social) 36 35.1 570
X (Female genital) 36 27.1 6,244
P (Psychological) 32 35.6 9,939
A (General) 32 28.9 12,052
Y (Male genital) 31 24.9 1,993
F (Eye) 31 23.5 4,998
L (Musculoskeletal) 29 26.8 36,493
R (Respiratory) 28 21.8 22,846
K (Circulatory) 27 25.6 21,089
H (Ear) 27 21.3 5,526
W (Pregnancy) 26 24.5 5,614
U (Urological) 26 25.2 4,502
T (Endocrine) 26 22.4 5,498
S (Skin) 26 20.3 18,432
N/A 23 20.6 6,545
B (Blood) 22 23.3 2,348

We note that Larkey’s discharge summaries [15] has a mean length

of 633 words, which is more than an order magnitude higher than

our notes. Notwithstanding cultural and institutional differences, this

highlights how hospital discharge summaries usually provide a more

self-contained description of the patient and his ailments. In the Nor-

wegian health care system the patient will typically use just one pri-

mary care physician who acts as a gatekeeper for specialized hospital

care when necessary. Accordingly descriptions of the patient’s state

may span several encounter notes in the primary care patient record.

Since many classification techniques, including support vector

machines (SVM), are restricted to dealing with binary classification

tasks, we have to reduce our multi-class classification task into a set

of binary tasks. For each pair of classes (i, j) : i, j ∈ {A, B, . . . , Z}
where i, j = 1 . . . c, j 6= i we create a two-class classifier < i, j >.

If c is the number of classes, we end up with c(c − 1) binary clas-

sifiers, or 17 × 16 = 272 in this case. This technique is known as

double round robin classification [6]. The classifier < i, j > will

then solely consist of training examples from encounter notes with

ICPC chapter codes i and j. To determine the final predicted class

of any given note we feed it through each classifier and record the

result. The class that receives the highest number of predictions is

chosen to be the most likely one. In case of ties we choose the class

with the highest number of occurrences in the training set, or, as a

last resort, pick one at random. To build and run the classifiers we

used the SVM-Light3 toolkit.

We use word and phrase frequencies as the base component when

constructing feature vectors for the classifiers. If we were to rely on

single words alone we would lose some contextual information [8],

so frequency counts are performed on all unigrams, bigrams and tri-

grams in the encounter note, excluding stop words. The occurrence

of an n-gram is recorded as a true value in the feature vector. While

n-grams may be a simplistic way of representing context, it still al-

lows us to catch phrases and turns of words that may have discerning

qualities.

As is common with word-based feature vectors, it is useful to ap-

ply some dimension-reducing technique to limit the size of the vec-

tor. The challenge lies in pruning those features that are the most

inconsequential to the classifier’s predictive qualities. For this ex-

periment we adapt a technique described in [14]. For each classifier

the frequency of all unigrams, bigrams and trigrams occurring in all

training notes for both classes are counted. If an n-gram occurs in

more than 7.5 % of either the true or the false class notes it is tagged

as a likely candidate for inclusion. All candidates are then ranked

according to their true class frequency to false class frequency ra-

tio. Finally the top 100 candidates are chosen as the most relevant

features. As an example, Table 5 shows the 20 first selected features

from the F (Eye) versus P (Psychological) classifier.

Table 5. F versus P classifier, 20 most relevant features.

Original n-gram Appr. English translation Comment

kloramf chloramph Abbreviation
cornea cornea
øyelokk eyelid
rusk dust
hø øye right eye Abbreviation
kloramfenikol chloramphenicol
rdt red
ve øye left eye Abbreviation
øye eye
øyet the eye
injeksjon injection
puss pus
øyne eyes
hø right Abbreviation
ve left Abbreviation
begge both Abbreviation
ved us after examination Abbreviation
us examination Abbreviation
lett easily
ser sees

2.000 notes were selected at random from the 175.167 available

notes to be used as a test set; the remaining notes were used to train

the classifiers. As seen from Table 4, this implies that the amount of

training data available for each classifier will differ.

4 Results

Table 6 shows the results from attempting to classify the 2.000 test

cases. A total of 994 cases were classified correctly, giving an overall

accuracy rate of 49.7 %. As a comparison, guessing for the most fre-

quent chapter code (L) all the time will yield an accuracy of 20.8 %.

The displayed results are from a single test run.

3 http://svmlight.joachims.org/
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Table 6. Predicted classes of 2,000 notes in test set.

Correct ICPC Predicted ICPC chapter

chapter A B D F H K L N P R S T U W X Y Z Sum % correct

A 13 0 10 0 0 13 71 0 3 25 12 0 0 0 2 0 0 149 8.7 %

B 0 0 0 0 0 1 25 0 0 6 0 0 0 0 0 0 0 32 0.0 %

D 1 0 64 0 0 1 47 0 0 4 9 0 0 0 1 0 0 127 50.3 %

F 0 0 0 19 0 1 30 1 0 5 2 0 0 0 0 0 0 58 32.7 %

H 0 0 0 0 16 2 29 0 0 10 4 0 0 0 1 0 0 62 25.8 %

K 0 0 3 0 0 158 56 0 0 5 0 0 0 0 1 0 0 223 70.8 %

L 0 0 3 0 0 5 348 1 0 5 9 0 1 0 1 0 0 373 93.2 %

N 2 0 2 0 0 9 42 4 3 1 0 0 0 0 3 0 0 66 6.0 %

P 1 0 2 0 0 5 93 0 33 4 0 0 0 0 3 0 0 141 23.4 %

R 3 0 3 0 0 5 73 0 0 170 2 0 0 0 2 0 0 258 65.8 %

S 0 0 2 0 3 2 84 0 1 3 128 0 0 0 0 0 0 223 57.3 %

T 1 0 2 0 0 8 30 1 5 2 0 2 0 0 2 0 0 53 3.7 %

U 0 0 0 0 0 2 31 0 5 1 2 0 1 0 0 0 0 42 2.3 %

W 0 0 0 0 0 7 56 0 1 0 0 0 0 15 4 0 0 83 18.0 %

X 0 0 6 0 0 8 45 0 1 3 1 0 0 3 23 0 0 90 25.5 %

Y 0 0 1 0 0 2 14 0 1 0 0 0 1 0 0 0 0 19 0.0 %

Z 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0.0 %

5 Discussion and Future Work

When considering the results, we must bear in mind that they are

from a single run. To verify their validity they should be averaged

over several test runs of independent samples.

Even though the accuracy varies a lot for the individual chapters,

the results are still quite promising. The most notable feature is how

the L (Muscoloskeletal) class appears to soak up the majority of the

misclassified cases. We are not sure why this is happening. The L

group constitutes the largest group in the training set, followed by

the R, K and S groups. When attempting to perform the same classi-

fication task without the L cases the S group became the major mis-

classification bin, but in a less dramatic fashion; the overall accuracy

rate rose to 57.5 %. In general, our naive, largely domain-ignorant

approach granted results that are interesting enough to legitimate fur-

ther work in this area.

There are several possible approaches to approving the predictive

quality of the classifier. We made no attempts to normalize the vocab-

ulary in the training data. Techniques such as stemming or mapping

terms to a common controlled vocabulary would reduce the number

of relevant features. This would also involve dealing with common

misspellings [7] and dialect terms, both of which are quite common

in our dataset. Wilcox [24] notes that the use of expert knowledge can

provide a significant boost to medical text report classifiers. It would

also be worth investigating if the use of accompanying information

from the EPR, such as lab results and prescriptions, can help im-

prove classification quality. Another possible approach is to view the

encounter note in its longitudinal context by also considering notes

from previous (and following) encounters.

We made no efforts to control the amount of noise in the classi-

fiers or to screen the notes in the test data set. Very short notes and

notes with non-standard language use were not discarded. Also, the

influence of n-gram feature threshold selection on the quality of the

results could have been evaluated. Similarly, the effect of using ad-

ditional parameters such as average note length and n-gram partial

coincidence would have been worth investigating.

The a priori anonymization could also influence the results. Since

the anonymization tool only allows known non-sensitive words, it is

likely that special and unusual words are lost. Such words may have

a higher predictive effect than more common words. Comparing the

classifier on a non-anonymized dataset could possibly indicate how

much of destructive effect that is incurred due to anonymization.

The choice of ICPC chapter codes as class indicators is not neces-

sarily a natural choice. Indeed, this may be seen as a simplification of

the problem of diagnosis prediction. Alternatives include grouping

according to ICPC component codes or, as a natural follow-up, at-

tempting to classify into the full ICPC codeset of 726 different codes.
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A Framework for the study of Evolved Term-Weighting
Schemes in Information Retrieval

Ronan Cummins and Colm O’Riordan 1

Abstract. Evolutionary algorithms and, in particular, Genetic Pro-
gramming (GP) are increasingly being applied to the problem of
evolving term-weighting schemes in Information Retrieval (IR). One
fundamental problem with the solutions generated by these stochas-
tic processes is that they are often difficult to analyse. A number of
questions regarding these evolved term-weighting schemes remain
unanswered. One interesting question is; do different runs of the GP
process bring us to similar points in the solution space?

This paper deals with determining a number of measures of the
distance between the ranked lists (phenotype) returned by differ-
ent term-weighting schemes. Using these distance measures, we de-
velop trees that show the phenotypic distance between these term-
weighting schemes. This framework gives us a representation of
where these evolved solutions lie in the solution space.

Finally, we evolve several global term-weighting schemes and
show that this framework is indeed useful for determining the rel-
ative closeness of these schemes and for determining the expected
performance on general test data.

1 INTRODUCTION

Information retrieval (IR) is concerned with the return of relevant
documents from acollection of unstructured documents given a user
need. It hasbeen recognized that theeffectivenessof vector spaceap-
proaches to IR depend crucially on the term weighting applied to the
termsof thedocument vectors[15]. Theseterm-weightsaretypically
calculated using term-weighting schemes that assign values to terms
based on how useful they arelikely to bein determining therelevance
of adocument. Documentsarescored in relation to aquery using one
of theseterm-weighting schemesand arereturned in aranked list for-
mat.

Genetic Programming (GP) is a biologically inspired search algo-
rithm useful for searching largecomplex spaces. Inspired by the the-
ory of natural selection, the GPprocess creates a random population
of solutions. These solutions, encoded as trees, undergo generations
of selection, reproduction and mutation until suitable solutions are
found. As GP is a non-deterministic algorithm it cannot be expected
to produce a similar solution each time. Restart theory in GP sug-
gests that it is necessary to restart the GP a number of times in order
to achieve good solutions [9]. As a result, an important question re-
garding thesolutions generated by the GPprocess is; do all the good
solutionsbehavesimilarly or is theGPbringing us to adifferent area
in the solution space each time?

Recently, IR fusion techniques, that use the rankings from several
retrieval systems to determine thefinal document ranking, havebeen

1 University of Ireland, Galway. email: ronan.cummins@nuigalway.ie, col-
mor@it.nuigalway.ie

shown to increase the performance of IR systems [16]. These tech-
niques only work when the ranked lists from the different retrieval
systemsreturn different ranked lists. Thus, when new term-weighting
schemes are developed it is important, in many respects, to deter-
mine if these new schemes are similar to existing ones in terms of
theranked listsproduced, or if indeed they belong to anew family of
weighting scheme.

This paper presents a framework for evaluating the distance
between the ranked lists produced from different term-weighting
schemes in order to understand the relative closeness of these
schemes. We develop two different distance measures and show that
they are useful in determining how the term-weighting schemes are
expected to perform in a general environment. We use these dis-
tance measures to create trees visualizing the distances between the
weighting schemes.

Section 2 of this paper introduces term-weighting schemes useful
for determining the discrimination value of a term. Section 3 intro-
duces the GP process and existing approaches using GP to evolve
term-weighting schemesarealso discussed. Section 4 introducesour
framework and outlines two distance measures. Our experimental
setup is outlined in section 5 while section 6 discusses our results.
Finally, our conclusions and future work are summarised in section
7.

2 INFORMATION RETRIEVAL

2.1 Term-Weighting for vector models

Term-weighting schemes assign values to terms based on measures
of the term in both a global (collection-wide) and local (document-
specific) context. Yu and Salton [19] suggest that thebest distinguish-
ing termsarethosewhich occur with ahigh frequency in certain doc-
uments but whose overall frequency across a collection is low (low
document frequency). They conclude from this that a term weight-
ing function should vary directly with term frequency and inversely
with document frequency. The idf scheme, first introduced by Sparck
Jones [17], gives a higher weight to terms that occur in fewer docu-
ments. Theoriginal idf measure isoften calculated as follows:

idf = log(
N + 1

dft

) (1)

where N is the number of documents in the collection and dft is
the number of documents containing term t. A modern weighting
scheme developed by Robertson et al. [13] is the BM25 weighting
scheme. The global part of this weighting scheme is a variation of
the traditional idf measure and is calculated as follows:

idfrsj = log(
N − dft + 0.5

dft + 0.5
) (2)
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The idf measure forms the basis of many modern term-weighting
schemes as it determines what initial weight a search term should
receive [12]. It is worth noting that documents are typically not re-
trieved by idf only, and are usually used in conjunction with local
measuresto aid retrieval performance. However, if wecan firstly find
out what initial weight a search term should be given, we can then
improve upon this by looking at the within-document characteristics
to further improve retrieval performance. Developing global weight-
ing schemes separately has been shown to benefit the performance
of IR systems [11, 4, 14] and is an important goal in developing
full weighting schemeswhich includelocal characteristics, liketerm-
frequency and document normalisation. These idf type schemes are
also used in many other domains within IR to weight features (e.g.
document classification).

3 GENETIC PROGRAMMING

Genetic Programming [8] is a stochastic searching algorithm, in-
spired by natural selection. In the GP process, a population of solu-
tions iscreated randomly (although some approaches seed the initial
population with certain known solutions). Thesolutions areencoded
as trees and can be thought of as the genotypes of the individuals.
Each tree (genotype) contains nodes which are either functions (op-
erators) or terminals (operands). Each solution is rated based on how
it performs in its environment. This is achieved using a fitness func-
tion. Having assigned thefitnessvalues, selection can occur. Individ-
uals are selected for reproduction based on their fitness value. Fitter
solutions will be selected more often.

Once selection has occurred, reproduction can start. Reproduc-
tion (recombination) can occur in variety of ways. Crossover is the
main reproductive mechanism in GP. When two solutions are se-
lected from the selection process, their genotypes are combined to
create a new individual. One point crossover is the norm for genetic
programming. This is where a single point is located in both parents
and the sub-trees are swapped at these points to create two new so-
lutions. Mutation (asexual reproduction) is therandom change of the
valueof agene(or thechangeof asubtree) to createanew individual.

Selection and recombination occurs until the population is re-
placed by newly created individuals. Oncetherecombination process
is complete, each individual’s fitness in the new generation is evalu-
ated and the selection process starts again. The process usually ends
after a predefined number of generations. Bloat is a common phe-
nomenon in GP. Bloat is where solutions grow in size without a cor-
responding increase in fitness.

3.1 Phenotype

The phenotype of the individual is often described as its behaviour.
Selection occurs based on the fitness only. Fitness is determined by
the phenotype which is in turn determined by the genotype. As one
can imagine, different genotypescan map to thesamephenotype, and
different phenotypes can havethesamefitness. For most problems in
GP in an unchanging environment, identical genotypes will map to
identical phenotypes which will have the same fitness.

3.2 Previous Research

GP techniques have previously been adopted to evolve weighting
functions and are shown to outperform standard weighting schemes
in an adhoc framework [6, 10, 18, 4]. However, in many of these ap-
proaches a critical analysis of the solutions evolved is not presented.

It is important to gain an understanding of the solutions obtained
from these evolutionary processes and have a means of rating the
differences between the schemes.

In [7], differences in retrieval systems are analysed using the
ranked listsreturned from thevarioussystems. Thedistancebetween
two ranked lists is measured using the number of out-of-order pairs.
Using the measure it can then be determined if two systems are in
essence the same (i.e. if they return the same ranked lists for a set of
queries). Spearman’srank correlation and Kendall’s tau aretwo com-
mon correlations that measure the difference between ranked sets of
data. Both Spearman’s rank correlation and Kendall’s tau use all of
the ranked data in a pair of ranked lists.

4 FRAMEWORK

4.1 Phenotypic Distance Measures

Figure 1 shows how the GP paradigm is adopted to evolve term-
weighting schemes in IR. We use mean average precision (MAP)
as our fitness function as it is a commonly used metric to evaluate
the performance of IR systems and is known to be a stable measure
[1]. Furthermore, it has been used with success in previous research
evolving term-weighting schemes in IR [6, 18].

term-weighting 
scheme

Genetic Programming terminology for evolving 
term-weighting for Information Retrieval

genotype

sets of 
ranked lists

phenotype

fitness value
mean average 

precision

Figure 1. GPfor Information Retrieval

For our framework, wemeasure thephenotype of our solutionsby
examining thesetsof ranked lists returned by the term-weighting so-
lution for a set of topics on a document collection (its environment).
Spearman’s rank correlation uses all available document ranks from
two ranked lists and not just the ranks of relevant documents. We
wish to develop distance measures for the parts of the ranked lists
which affect the MAP(fitness) of asolution. This is important as the
rank of relevant documents is the only direct contributing factor to
the fitnessof individuals within the GP.

To comparetwo setsof ranked lists, weintroduceameasurewhich
essentially measures theaverage differencebetween theranksof rel-
evant documents in two sets of ranked lists. In this measure, we ig-
nore the ranks of non-relevant documents as they do not contribute
to the fitness although they do technically contribute to the pheno-
type of the individual. This measure will tell us if the same relevant
documents are being retrieved at, or close to, the same ranks and
will tell us if the weighting schemes are evolving towards solutions
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that promotesimilar featuresof relevant documents. Thus, oneof the
phenotypic distance measures (dist(a, b)), where a and b are two
weighting schemes, is defined as follows:

1

R

∑

i∈R

{ |lim − ri(b)| if ri(a) > lim
|ri(a) − lim| if ri(b) > lim
|ri(a) − ri(b)| otherwise

where R is the set of relevant documents in the collection for all
of the queries used and ri(a) is the rank position of relevant docu-
ment i under weighting scheme a. lim is the maximum rank posi-
tion available from a list and is usually 1000 (as this is the usually
themaximum rank for official TREC runs). Asaresult, relevant doc-
uments that are ranked outside the top 1000 are treated as being at
rank 1000. Thus, when comparing two schemes this measure will
tell us how many rank positions, on average, a relevant document is
expected to change from scheme a to scheme b . Although different
partsof thephenotype will impact on thefitness in different amounts
(i.e. changes of rank for relevant documents at positions near 1000
do not significantly effect theMAP) they arean important part in dis-
tinguishing the behaviour of the phenotype. The change in position
at high ranks can tell us about certain features of weighting scheme
and thebehaviour at these ranks.

We also develop a second measure of the distance between two
ranked lists which takes into account the effect a change in rank has
on MAP. To measure the actual difference a change in rank could
make in termsof MAP, wemodify thedist(a, b) measure so that the
change in rank of a relevant document is weighted on how it effects
MAP. This weighted distance measure (w dist(a, b)) is similar to
the measure described in [2] and iscalculated as follows:

1

Q

∑

q∈Q

1

Rq

∑

i∈Rq



















∣

∣

∣

1
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− 1
ri(b)

∣

∣

∣
if ri(a) > lim

∣

∣

∣

1
ri(a)

− 1
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∣

∣

∣
if ri(b) > lim

∣

∣

∣

1
ri(a)

− 1
ri(b)

∣

∣

∣
otherwise

whereQ isthenumber of queriesandRq istherelevant documents
for a query q. This measure tells us how a change in rank of a rele-
vant document will affect the MAP (i.e. changes of rank at positions
close to 1000 will not change the MAP significantly, while changes
of rank in thetop 10 may changeMAPconsiderably). Of course, it is
entirely possible that two ranked listscould beconsiderably different
yet have a similar MAP, as they may be promoting different relevant
documents.

4.2 Neighbour-joining trees

Neighbour-joining is a bottom-up clustering method often used for
the creation of phylogenetic trees. However, we use the method to
produce trees that represent solutions that are from different runs of
our GP. The algorithm requires knowledge of the distance between
entitiesthat areto berepresented in thetree. A distancematrix iscre-
ated for the set of entities using a distance measure and the tree can
then beproduced from theresulting data. Weusethisclustering tech-
nique to visualize thephenotypic distancebetween thebest solutions
output by our GP. For example, if we have N entities or solutions,
we can create an N × N distance matrix using one of our distance
measures. Then, using thisdistance matrix, we can then create a tree
using a suitable drawing package [3] which represents the data and
can provide a visualisation into where our solutions lie in relation to
each other. This model is also well suited to our evolutionary para-
digm. Weusethis techniquesimply to visualisethedistancebetween
our term-weighting solutions which are developed using GP.

5 EXPERIMENTAL SETUP

5.1 Approach Adopted

We evolve global term-weighting schemes in the following frame-
work:

score(d, q) =
∑

(gwt × qtf) (3)

wherescore(d, q) is thescoreadocument d recieves in relation to
aquery q, gwt is theglobal weighting and qtf is thefrequency of the
term in the query. All documents in the collection are scored in rela-
tion to the query and ranked accordingly. We are only evolving the
global (term-discrimination) part of the weighting scheme as an ex-
ampleof our framework. However, theentirety of theterm-weighting
scheme can be evolved and analysed in a similar manner.

5.2 Training and Test Collections

We use collections from TREC disks 4 and 5 as our test collections.
A different set of 50 TREC topics is used for each of the collections
(apart from the Federal Register collection (FR) for which we use
100 TREC topics). For each set of topics we create a medium length
query set (m), consisting of the title and description fields, and a
long query set (l) consisting of the title, description and narrative
fields. We also use documents from the OHSUMED collection as
a test collection for medium length queries (OH90-91). We only use
thetopicsin thesesetsthat haverelevant documents in thecollection.

The TRAIN collection (used in training) consists of 35,412 docu-
mentsfrom theOHSUMED collection and the63 topics. Thelengths
of thesetopicsrangefrom 2 to 9 terms. Standard stop-wordsfrom the
Brown Corpus2 areremoved and remaining wordsarestemmed using
Porter’salgorithm. No additional words are removed from the narra-
tive fields as is the case in some approaches. Table 1 shows some
characteristics of the document collections used in this research.

Table 1. Document Collections

Collection #Docs #words/doc #Topics medium long
TRAIN 35,412 72.7 0-63 4.96 None
LATIMES 131,896 251.7 301-350 9.9 29.9
FBIS 130,471 249.9 351-400 7.9 21.9
FT91-93 138,668 221.8 401-450 6.5 18.7
FR 55,630 387.1 301-400 8.9 25.9
OH90-91 148,162 81.4 0-63 4.96 None

5.3 Terminal and Function Set

Tables 2 and 3 show the functions and terminals that are used in all
runs of the GP.

5.4 GP parameters

We use MAP as our fitness function. All tests are run for 50 gen-
erations with an initial random population of 100 solutions on the
training collection (TRAIN) detailed in Table1. Thetournament size
is set to 3. We restrict all trees to a depth of 6. As a result this has
the effect of reducing bloat, improving generalisation, reducing the
search spaceand increasing thespeed of theGP. Asour highest order
operator isbinary, thelongest individual wecan havecan contains63

2 http://www.lextek.com/manuals/onix/stopwords1.html
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Table 2. Function Set

Function Description

+, ×, /, - arithmetic functions
log the natural log
√ square-root function
sq square

Table 3. Terminal Set

Terminal Description

N no. of documents in thecollection
df document frequency of a term
cf collection frequency of a term
V vocabulary of collection (no. of unique terms)
C size of collection (total number of terms)
0.5 the constant 0.5
1 the constant 1
10 the constant 10

genes (26 − 1). Webelieve that this isa largeenough space in which
to find suitable term-weighting schemes. The creation type used is
thestandard ramped half and half creation method used by Koza [8].
We use an elitist strategy where the best individual is automatically
transfered to the next generation. 4% mutation is used in our experi-
ments. Due to the stochastic nature of GP a number of runs is often
needed to allow theGPconverge to asuitably good solution. Werun
the GP seven times and choose the best solution from each of those
runs. Thisgivesusseven evolved solutionsand two benchmark solu-
tions (1) (2) to use with our document collections.

6 RESULTS

Table 4 shows the MAP of seven global evolved weighting schemes
(gw) on our training data in no particular order. We can see that all
theevolved schemesarebetter than our benchmarks (idf and idfrsj)
in termsof MAP.

Table 4. % MAP for all global weightings

Collection idf idfrsj gw1 gw2 gw3 gw4 gw5 gw6 gw7

TRAIN 19.83 19.98 22.05 21.98 21.60 21.69 20.11 20.11 20.75

Figure 2 shows the best and average of the population from the
two best runs of the GP (i.e. gw1 and gw2). It is worth noting that
thebest individual from theseven randomly created populations (i.e.
generation 0) is not better than the best solution produced after the
50th generation from the worst of the seven runs.

Tables 5, 6 and 7 shows the distance matrices for all the global
weighting schemes for the training data using Spearman’s rank cor-
relation, dist(a, b) and w dist(a, b) measures respectively. Spear-
man’s rank correlation gives us values in the range of −1 to +1 and
uses all of the documents in the ranked list. As the Spearman corre-
lations of the ranked lists produced by the global weighting scheme
areall positively correlated, wesimply use1− Spearman’s rank cor-
relation asa distance measure. Thiswill give us1 if the listsare ran-
domly correlated and 0 if they are identical. We use this correlation
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Figure 2. Best and Average Fitness for best two global runs

as a comparison to our distance measures that only look at distances
of relevant documents.

The values in Table 6 indicate the average number of rank posi-
tions a relevant document changes. While the values in Table 7 in-
dicate the maximum possible percentage MAP difference between
two schemes. By looking at the difference between the ranked lists
of each global weighting we can get an idea of the landscape of the
solution space in the global domain.

Table 5. 1− spearman’s rank correlation between all global weightings on
TRAIN

Scheme idf idfrsj gw1 gw2 gw3 gw4 gw5 gw6 gw7

idf 00.00 0.014 0.524 0.501 0.503 0.396 0.007 0.007 0.078
idfrsj 00.00 0.531 0.507 0.507 0.400 0.020 0.020 0.089
gw1 00.00 0.059 0.186 0.174 0.523 0.523 0.451
gw2 00.00 0.210 0.136 0.499 0.499 0.425
gw3 00.00 0.170 0.501 0.501 0.435
gw4 00.00 0.393 0.393 0.324
gw5 00.00 00.00 0.076
gw6 00.00 0.076
gw7 00.00

Table 6. dist measure between all global weightings on TRAIN

Scheme idf idfrsj gw1 gw2 gw3 gw4 gw5 gw6 gw7

idf 00.00 01.27 36.50 35.07 32.81 30.31 03.65 03.65 11.15
idfrsj 00.00 35.94 34.32 31.90 29.42 04.52 04.52 12.01
gw1 00.00 05.07 21.26 18.46 35.34 35.34 28.13
gw2 00.00 20.60 15.96 34.15 34.15 27.08
gw3 00.00 06.62 30.48 30.48 24.66
gw4 00.00 28.37 28.37 22.15
gw5 00.00 00.00 09.16
gw6 00.00 09.16
gw7 00.00

Table 7. w dist % measure between all global weightings on TRAIN

Scheme idf idfrsj gw1 gw2 gw3 gw4 gw5 gw6 gw7

idf 00.00 00.21 04.30 04.17 04.10 03.91 00.99 00.99 01.78
idfrsj 00.00 04.20 04.15 04.26 04.01 01.10 01.10 01.86
gw1 00.00 01.33 02.73 03.16 04.23 04.23 04.25
gw2 00.00 02.50 02.16 04.09 04.09 04.03
gw3 00.00 02.64 03.96 03.96 03.95
gw4 00.00 03.48 03.48 03.38
gw5 00.00 00.00 01.18
gw6 00.00 01.18
gw7 00.00
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Figure 3. Neighbour-Joining trees for global weightings

Firstly, from Figure 3 we can see that the phenotypic distance
measures produce trees of a similar structure. The only difference
in form is that gw3 and gw4 are clustered together directly using the
unweighted dist measure. It is important to note that the trees visu-
alize different aspects of the ranked lists. For example, the distance
between the top four performing schemes (gw1 to gw4) and the re-
maining schemes isgreater in the treecreated from Spearman’s rank
correlation than for the other two trees. This is because Spearman’s
rank correlation uses the ranks of non-relavant documents. Looking
at the tree produced by the dist(a, b) measure, we can see that gw3

and gw4 arequitesimilar in termsof theactual ranksof relevant doc-
uments. However, when looking at thetreeproduced by w dist(a, b)
for these two schemes, we can see that some of these differences are
at low ranks as the possible difference in MAP isquite large.

In general, we can see that idfrsj , idf , gw5 and gw6 are pheno-
typically close. Schemes gw5 and gw6 are actually phenotypically
equivalent (i.e. return the same ranked lists) but not genotypically
equivalent. Thetwo versionsof idf arevery close. Schemesgw1 and
gw2 arealso phenotypically closewhilegw3 and gw4 aresomewhat

similar. An important point to note is that as we get phenotypically
further from the best solution (gw1) we see a relative drop in MAP
on our training collection. This indicates that thesolutionsareevolv-
ing towards theranked lists (on the training set) that areproduced by
gw1. Obviously, phenotypically close solutions will have a similar
fitness but it is not neccessarily true that solutions with a similar fit-
nesswill haveasimilar phenotype (e.g. asonecan imaginethat there
exists many poor performing functions which return equally bad but
different ranked lists). It is worth noting that these trees should be
produced from the training data as this is the environment where the
solutions were evolved. However, these trees can help us to predict
the behaviour of the schemes on general data (if our training data is
a representative sample).

Tables 8 and 9 show the MAP of all schemes for unseen test data
on medium and long queries. Firstly, we can see that the differences
in MAP between the evolved weightings and idfrsj are all statisti-
cally significant (p < 0.05) using a two-tailed t-test. Both version
of idf perform similarly as expected. We can see that gw1 is no
longer the best evolved weighting scheme, although it is still sig-
nificantly better than idf . Schemes gw2, gw3 and gw4 are now the
best performing schemes on most of the collections. Schemes gw5

and gw6 still perform only slightly better than idfrsj , whilegw7 still
performsslightly better than theseagain. It would seem that gw1 has
overtrained slightly on the training collection. It is also worth point-
ing out that our training set seems to be quite general as most of the
schemes perform similarly on test data. If we look at the genotypes
of some of the schemes it leads us to a similar conclusion. We have
re-written the following formulas in a more intuitive manner to pro-
vide transparency to the process. As a result, the re-written formulas
may also beshorter (in depth) that thosethat wereevolved originally.

gw1 =
V 2cf2√cf

C.df3
+

√

cf gw2 =
cf2√cf

df3

gw3 =

√

(log(
cf

df
))2 × N

df
× (

N2

df
+ 1)

gw4 =

√

cf3N

df4
gw5 =

√

√

0.5

df

gw6 =

√√
df

df
gw7 =

√

√

cf/N

df2

We can see that gw1 is a more specific form of gw2. Schemes
gw5 and gw6 are an example of two different genotypes producing
thesameranked lists. gw6 will produce ascore that isalways double
that of gw5. We are evolving towards a ranked list on the training
collection that is produced by the best two schemes (gw1 and gw2).
The gw2 scheme is a more general form of gw1 and performs con-
sistently better on our test data. Thegw3 schemecontainsaproblem-
atic log(cf/df) that will assign certain low frequency terms a zero
weight [5] and makes it a poor choice for weighting in a retrieval
context. This can be seen on the results for the FR collection when
compared to one of its nearest neighbours gw4. When looking at the
individual queries for this collection (FR), we have determined that
the difference between gw4 and the other top schemes (gw1 to gw3)
isonly large for avery small number of queries. As aresult it can be
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Table 8. % MAPfor idf and global weightings for Medium Queries

Collection Topics idf idfrsj gw1 gw2 gw3 gw4 gw5 gw6 gw7

LATIMES 301-350 (m) 19.11 19.16 21.80 22.49 23.48 22.98 20.92 20.92 21.12
FBIS 351-400 (m) 10.30 10.41 15.16 15.68 14.55 14.33 11.61 11.61 11.72
FT91-93 401-450 (m) 27.38 28.15 27.52 27.86 27.56 27.92 27.04 27.04 27.10
FR 301-400 (m) 25.87 24.89 25.12 25.71 21.31 28.72 25.49 25.49 27.39
OH90-91 0-63 (m) 21.68 21.72 24.96 25.69 25.02 25.28 22.96 22.96 23.68
≈ p-value 241 Topics 0.272 - 0.004 0.0001 0.0001 0.0001 0.018 0.018 0.021

Table 9. % MAP for idf and global weightings for Long Queries

Collection Topics idf idfrsj gw1 gw2 gw3 gw4 gw5 gw6 gw7

LATIMES 301-350 (l) 13.57 13.79 21.60 24.27 24.78 24.30 16.37 16.37 16.63
FBIS 351-400 (l) 06.76 06.97 12.30 13.32 14.07 13.84 08.34 08.34 09.01
FT91-93 401-450 (l) 23.11 23.13 27.17 28.28 28.31 29.13 24.95 24.95 25.80
FR 301-400 (l) 16.23 16.95 22.78 22.75 20.86 27.83 19.84 19.84 19.92
≈ p-value 241 Topics 0.300 - 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

concluded that gw4 promotescertain useful featuresthat aredifferent
than those of the rest of the schemes. These differences are notice-
able on the FR collection because of its makeup. The gw4 scheme
seems to be a particularly robust global weighting scheme as shown
on the test data. The difference between gw4 and gw3, for example,
is not statistically significant. However, we know that gw4 has ad-
vantagous retrieval features(asseen on theFR collection) for certain
(albeit few) queries.

7 CONCLUSION

We have introduced two metrics that measure the distance between
theranked lists returned by different term-weighting schemes. These
measures are useful for determining the closeness of term-weighting
schemes and for analysing the solutions without the need to analyse
the exact form (genotype) of a term-weighting scheme. This frame-
work can be used for all types of term-weighting schemes and also
fitswell into the genetic programming paradigm.

Thedistance matricesproduced from these distance measures can
be used to produce trees that aid visualization of the solution space.
The trees produced are also useful in determining the relative per-
formance of the solutions on general test data. We have also shown
that all theevolved global weighting schemes produced are evolving
to a area of the solution space that is different from the types of idf
currently being used to measure the discrimination value of a term.
In future work, we intend to apply this framework to analyse entire
term-weighting schemes which have been evolved.
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LexiRes: A Tool for Exploring and Restructuring
EuroWordNet for Information Retrieval

Ernesto William De Luca and Andreas Nürnberger 1

Abstract. The problem of word sense disambiguation in lexical

resources is one of the most important tasks in order to recognize

and disambiguate the most significant word senses of a term. Lexi-

cographers have to decide how to structure information in order to

describe the world in an objective way. However, the introduced dis-

tinctions between word meanings are very often too fine grained for

specific applications. If we want to use or even combine lexical re-

sources within information retrieval systems, for example, we might

want to apply the lexical resources in order to disambiguate docu-

ments (retrieved from the web within an information retrieval sys-

tem) given the different meanings (retrieved from lexical resources)

of a search term having unambiguous description. Therefore, we are

usually interested in a small list of meanings with very distinctive

features. Since many lexical resources, especially WordNet, provide

frequently too fine grained word sense distinctions, we implemented

the tool LexiRes that gives the possibility to navigate lexical informa-

tion, helping authors of already available lexical resources in deleting

or restructuring concepts using automatic merging methods.

1 Introduction

Standard keyword based search engines retrieve documents without

considering the importance of user oriented information presenta-

tion. It means that the user has to analyze every document and decide

himself which are the documents that are relevant with respect to the

context of his search. For example, users have to navigate every doc-

ument in order to recognize to which meaning of their query words

the documents belong to. Thus, it would strongly support a user if the

context - which is defining the meaning of a word - could be recog-

nized automatically and the documents could be labelled or grouped

with respect to the meaning of the respective search terms. One way

to obtain a context description of different word senses is to explore

lexical resources using the word we are looking for in order to select

concepts based on the linguistic relations of the lexical resource that

define the different word senses. Such disambiguating relations are

intuitively used by humans. However, if we want to automate this

process, we have to use resources - such as probabilistic language

models or ontologies - that define appropriate relations. One of these

most important resources available to researchers for this purpose is

WordNet [4] and its variations like MultiWordNet [3] and EuroWord-

Net [15] as discussed in the following.

However, since many lexical resources or ontologies, especially

WordNet, provide frequently too fine grained word sense distinc-

tions, we implemented the tool LexiRes that gives the possibility to

navigate lexical information, helping authors of already available lex-

1 University of Magdeburg, Germany, email: deluca@iws.cs.uni-
magdeburg.de

ical resources in deleting or restructuring concepts using automatic

merging methods. The restructured information can be navigated and

explored. Authors can decide if word senses are unambiguous and

important enough to let them in the hierarchy at the same place or

if they express similar concepts and can be merged under the same

(now, more general) meaning.

In the following, we first briefly introduce the structure of Word-

Net and EuroWordNet. Then we discuss the problem of word sense

disambiguation in information retrieval and problems related to

WordNet in order to motivate the LexiRes system, which is then pre-

sented in Sect. 4.

2 WordNet

WordNet [4] was designed by use of psycholinguistic and computa-

tional theories of human lexical memory. It provides a list of word

senses for each word, organized into synonym sets (SynSets), each

representing one constitutional lexicalized concept. Every element

of a SynSet is uniquely identified by an identifier (SynSetID). It is

unambiguous and carrier of exactly one meaning. Furthermore, dif-

ferent relations link these elements of synonym sets to semantically

related terms (e.g. hypernyms, hyponyms, etc.). All related terms are

also represented as SynSet entries. These SynSets also contains de-

scriptions of nouns, verbs, adjectives, and adverbs. With this infor-

mation we can describe the word context. Fig. 1 represents an exam-

ple of the ontology hierarchy defined by WordNet [4]. This resource

can be used for text analysis, computational linguistics and many re-

lated areas.

Figure 1. Example of an ontology hierarchy for a given term A.
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2.1 EuroWordNet

WordNet was first developed only for the English language. Then

different versions were developed for several other languages as for

example EuroWordNet [15] for several European languages (Dutch,

Italian, Spanish, German, French, Czech and Estonian). Given that

we want to retrieve from the web different documents in different

languages analysing different contexts, we decided to use the Eu-

roWordNet multilingual lexical database. Its structure is the same

as the Princeton WordNet [4] in terms of SynSets with different

semantic relations between them. Each individual wordnet repre-

sents a unique language-internal system of lexicalizations. The Inter-

Lingual-Index (ILI) was introduced in order to connect the WordNets

of the different languages. Thus, it is possible to access the concepts

(SynSets) of a word sense in different languages.

In addition to the Inter-Lingual-index, there is also a Domain-

Ontology and a Top-Concept-Ontology related to this lexical

database. The shared Top-Ontology is a superordinate hierarchy of

63 semantic distinctions for the most important language indepen-

dent concepts (e.g. Artifact, Natural, Cause, Building) and is inter-

connected with the ILI through the WordNet-Offsets. Hereby a com-

mon semantic framework for all the languages is given, while lan-

guage specific properties are maintained individually. The Domain-

Ontology was created for use in information retrieval settings in or-

der to obtain specific concepts (only implemented exemplary for the

computer terminology). Figure 2 gives an overview over the archi-

tecture of the EuroWordNet whereby the single components and its

relations are represented among one another.

3 Word Sense Disambiguation in Information
Retrieval

User studies have shown that categorized information can improve

the retrieval performance for a user. Thus, interfaces providing cate-

gory information are more effective than pure list interfaces for pre-

senting and browsing information [2]. The authors of [2] evaluated

the effectiveness of different interfaces for organizing search results.

Users strongly preferred interfaces that provide categorized infor-

mation and were 50% faster in finding information organized into

categories. Similar results based on categories used by Yahoo were

presented in [7].

The tool which we present in this paper, was developed as part of

our work research towards a (multilingual) retrieval system that clas-

sifies documents with respect to the search terms in unambiguous

classes, so-called Sense Folders. The main idea of our approach is

to provide additional disambiguating information to the documents

of a result set retrieved from a search engine in order to enable to

restructure or filter the retrieved document result set. The use of web

documents implies an on line categorization approach of the docu-

ments given the query terms provided from the user. Thus, we can

support the user in choosing the relevant information by categoriz-

ing the documents using different classification techniques. In the

system presented in [8, 10], we use user and query specific informa-

tion in order to annotate - and thus categorize - search results from

other search engines or text archives connected to the meta search

engine by web services. The system currently supports methods to

group documents based on semantic disambiguation of query terms

using an ontology that can be selected by the user. The system ana-

lyzes every search term and extracts the belonging SynSets, that are,

the sets defining the different meanings of a term and the linguistic

relations from the used ontology. Based on these terms, prototypi-

cal word vectors of the disambiguating classes (”Sense Folders” [8])

are constructed. Every document is assigned to its nearest prototype

(computed by using the cosine similarity) and afterward this classifi-

cation is revised by a clustering process.

Agreeing with [16] we see one document having one sense per

collocation and discourse. But differentiating us from [16], we do not

want to learn and disambiguate word senses from untagged corpora.

The idea of this approach is to use ontologies in order to disam-

biguate query terms used in the retrieved documents [9]. Thus it

is possible to categorize documents with respect to the meaning of

a search term, i.e. each document is assigned to the best matching

meaning (”Sense Folder”) of the search terms used in it. Obviously,

only one sense per document can be distinguished in this setting,

which is, however, appropriate for many typical retrieval problems

where only short documents are considered as, for example, in Web

Search.

For this annotation process we currently use WordNet (resp. Eu-

roWordNet). However, if we analyze it, different problems have to

be resolved. Very often meanings are distinguished that are seman-

tically very close. For example, searching for the term ”bank” in an

information retrieval environment, the user usually wants to know if

the retrieved documents belong to the meaning ”bank” in the sense

of ”furniture” or in the sense of ”banking”. The fine grained linguis-

tic differentiation between the ”depository bank” meaning and the

”building bank” one is very often not so significant in order to select

a relevant document.

This problem of too fine grained description of meanings in Word-

Net makes on the one hand the automatic categorization very difficult

and on the other hand burdens the users with a much too detailed spe-

cialization. Therefore, we propose a simple pruning strategy in order

to obtain a reduced set of (more expressive) concepts for the cate-

gorization approach (see Sect. 3.2). Furthermore, we describe in the

following some further problems that should be tackled for a better

expressiveness of WordNet.

3.1 Problems of the EuroWordNet Hierarchy

In the following we briefly examine the main semantic limitations of

WordNet and describe some problems that have to be solved for its

better expressiveness (see also [6, 5, 13]).

Some lexical links of WordNet should be interpreted using formal

semantics in order to express ”things in the world”. The authors of

[13] revise the Top Level of WordNet (upper or general level) where

the criteria of identity and unity are very general, in order to recog-

nize the constraint violations occurring in it. The concepts of identity

and unity are described in [13].

However, we analyze the expressiveness of every SynSet in order

to better categorize the context for clustering purposes. It means that

we merge categories that are in the same domain and that are not

much different from another. This decision is based on our need of

few unique classes that are carrier of an expressive meaning for a

user as well as for an improved clustering performance.

An example is given in [10]. If we retrieve a word from WordNet,

several meanings are assigned to the domain ”Factotum” that could

be described as the class ”other domain, generic”. The reason for this

assignment is simply the problem that the WordNet authors have to

assign a domain to each SynSet. If a term can not be categorized (by

the author) to a more specific domain, the generic domain ”Facto-

tum” is used. Therefore, if we want to categorize documents with

WordNet senses, we have to choose which senses are relevant and

which are not, in order to obtain appropriate disambiguation results.
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Figure 2. EuroWordNet Architecture (see [15]).

However, if we maintain all senses that are labelled with ”Factotum”,

we have in many cases to distinguish between only slightly different

contexts defined by different SynSets. One possibility to derive terms

that have a very similar meaning is to analyze their hyponyms or hy-

pernyms. If there are two senses described in WordNet belonging

to the same domain, they often have the same hyponyms or hyper-

nym. This frequently causes disambiguation problems that can not be

solved if we keep all classes. For this reason, we decided to exclude

some irrelevant (for the context disambiguation process) ”Factotum”

SynSets.

Another critical point is given by the confusion between concepts

and instances resulting in an ”expressivity lack” [5]. For example, if

we look for the hyponyms of ”mountain” in WordNet, we will find

the ”Olympus mount” as a subsumed concept of the word treated as

”volcano” and not as instance of it. Thus, we do not have a clear

differentiation between what we use to describe (concepts) and their

instantiation (instances). We also have the problem that we can not

use only concepts or only instances because there is no intended sep-

aration between them in WordNet.

The authors of [12] treat also the important difference between

endurance and perdurance of the entities that should be included in

WordNet. Enduring and perduring entities are related to their be-

haviour in time. Endurants are always wholly present at any time

they are present. Perdurants are only partially present, in the sense

that some of their proper parts (e.g., their previous phases) may be

not present. However, these aspects of instances are not discussed in

this paper since they seem to be of less importance for the considered

disambiguation problem.

When we deal with EuroWordNet, these problems persist, and

other problems come along. The problem of automatically finding

multilingual translation of word senses over languages can be solved

using such a resource. The use of the Inter-Lingual-Index helps for

this purpose, but the coverage of language-dependent word senses

varies from language to language. The number of Synsets varies from

an amount of 20.000 (german) to 150.000 (english) Synsets. Using

this lexical resource, we have to take into account the missing (or

incomplete) translations contained in the lexical resource, apart from

the lexical gaps (word senses that exist in a language and not in an-

other).

3.2 Merging the EuroWordNet SynSets

One possible way to tackle some of the problems described above

is to merge SynSets manually, when the author means that they be-

long together. Another possibility is to use methods that restructure

EuroWordNet by merging SynSets that have a very similar mean-

ing. Therefore, we studied methods in order to automatically merge

SynSets based on the analysis of the linguistic relations defined in

EuroWordNet.

We implemented four online methods to merge SynSets based on

relations like hypernyms and hyponyms, and further context informa-

tion like glosses and domain. The first merging approach is based on

context information extracted from the hypernymy relation (superor-

dinate words) in order to define the Sense Folders. It means that we

first build word vectors for every word sense (Sense Folder), contain-

ing the whole hypernymy hierarchy related to the query word. Then

we compare all Sense Folders with one another and merge them when

the similarity exceeds a given threshold (i.e., when their word vectors

are sufficiently close to each other). A similar approach is applied for

the hyponyms (subordinate words). In the third approach we merge

the Sense Folders if their linguistic relations and context information

(glosses) are similar. The fourth approach exploits the domain con-

cept of MultiWordNet [3]. Here we merge the Sense Folders only

if they belong to the same domain (having exactly the same domain

description).

An evaluation of this methods was done on a small corpus of 252

documents retrieved from web searches that had been manually an-

notated. Hereby, we compared the manual annotated classes with the

Sense Folders assigned using the approach described in [8] together

with the merging functions implemented. Based on this first evalu-

ation, the hypernym approach seemed to nicely merge Sense Fold-

ers that had similar hypernyms which even might be labeled with

different domain descriptions. However, a better classification was
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obtained for words that had fewer meanings (SynSets) before merg-

ing starts. The second approach based on hyponyms almost never

merged SynSets due to the usually very different hyponyms assigned

to each sense. Using the third approach, a lattice was built between

the merged Sense Folders. This approach merges SynSets not having

the same hypernyms, but similar words given from the descriptions

of all relations and words together. With the fourth approach we are

sure to merge Sense Folders that belong to the same context, de-

scribing it in a different way. The classification was always the best,

but the Factotum problem as discussed in Sect. 3.1 persisted. If this

merged class contains very different meanings and is used for clas-

sification, this classification is worse than before. The possibility to

exclude such classes (labeled with the ”Factotum” domain) will be

studied in future work, e.g. by analyzing approaches that exploits

combined information from the first three merging methods. For de-

tails of the evaluation see [11].

4 The lexical restructuring tool (LexiRes)

The main idea of this tool is to give authors the possibility to navigate

the ontology hierarchy in order to restructure it, by manual merging

or using the merging functions described in Section 3.2.

4.1 Related Work

Different work has been already done using the variants of WordNet.

The authors of [1] developed VisDic for browsing and editing multi-

lingual information taken from EuroWordNet. Here users can browse

static information on text blocks.

Another web interface for multilingual information browsing is

presented in [14]. Here a parallel corpus annotated with MultiWord-

Net [3] can be browsed as well as the words with their related an-

notated word senses, but the corpus is very restricted. All accessible

information is static. This interface is used only for a bilingual search

in a closed domain.

Other work dealing with the lexicography has shown that re-

searchers in this area mostly deal with multilingual lexical resources

or corpora only, without the possibility of merging similar word

senses.

Given that the EuroWordNet format is defined by the EuroWord-

Net Database Editor Polaris that uses a proprietary specification, we

first converted the EuroWordNet Database in an XML format, in or-

der to access it with standard XML query tools. In order to retrieve

information from this resource, we use the Exist Open Source native

XML database.

4.2 The tool

In order to use the LexiRes tool, we have to load an ontology into

its scratch framework. The tool currently supports the EuroWordNet

structure, but can easily be extended for different ontologies. Consid-

ering that we use a multilingual lexical resource, we give the possi-

bility to define the language we want to work with and the linguistic

relations we want to show for recognizing the query word in the con-

text menu. After having set it the hierarchy will be displayed.

Figure 3 shows a screenshot of the LexiRes editor. On the left

side, we can enter the query words. On the right side, we can choose

which collection we want to retrieve and which language we want

to use as a source language. Looking for ”bank”, in the english lan-

guage, the ontology engine retrieves 19 meanings. These meanings

are describing the different word senses. Every word sense is repre-

sented as a SynSet. We can apply different actions for these SynSets.

Some meanings that belong to the same domain, as the two ”bank” -

SynSets under the superordinate ”incline” SynSet could be merged.

If authors decide that the description of these SynSets is too fine

grained, they can choose to merge the ”source” SynSets to a ”target”.

The goal is to obtain only word senses describing contexts as unam-

biguous as possible. Based on the merging a new SynSet is created

to which all relations of the original SynSets are assigned. Authors

can also decide that a SynSet should not be a carrier of meaning for

the intended application of the ontology; this SynSet can be removed

just clicking on it and choosing to remove it.

The linguistic relations as also the properties of every SynSet can

be shown just picking the corresponding fields. These can be first set

within the check boxes under the ”show relations” area. If the author

activates the check boxes, the linguistic relations related to the se-

lected SynSet will be shown. The author can choose to ”show proper-

ties” or ”hide properties” with a right mouse click on a SynSet. Here

all SynSet-related information is shown. The original XML code part

of the SynSet can also be chosen clicking on the right mouse button

and choosing the ”show XML” option. The properties and the XML

code are shown on the right side down of the interface under ”De-

tails”.

The SynSets can be also automatically retrieved and translated

in the different languages available in the ontology (see Figure 4).

These can be set within the menu button language and can be shown,

always SynSet-dependent within a click. We can notice that not all

SynSet have a translation, due to the missing entries in the lexical

resource.

As we said before, the tool gives the possibility to manually merge

SynSets, when the authors decide that two SynSets belong to the

same meaning and/or describe the same concept. The author working

with LexiRes can also use an automatically created list of candidate

SynSets that can be merged. This list can be created with the ap-

proaches discussed in 3.2. The system proposes the list of changes

and the user can select to accept all or check each proposal for

merging manually. At the moment these merging methods are im-

plemented outside the tool. The resulting list of possible merging

SynSets is first examinated from the authors and then done manu-

ally. After having restructured the ontology hierarchy, a new set of

SynSets is created. This set is supposed to contain only word senses

that are carrier of a distinctive meaning in the context of the consid-

ered application. This is a very important step for a use of lexical

resources in information retrieval. The possibility to merge SynSets

in advance gives the advantage to categorize the retrieved documents

disambiguating them with structured word senses that facilitate an

automatic classification process [8]. A detailed description of the

evaluation of the automatic merging methods applied to the Word-

Net SynSets in given in [11].

5 Conclusions

In this paper we motivated and presented LexiRes, a tool to help lexi-

cographers in exploring available lexical resources for navigating and

restructuring them, especially for use in information retrieval frame-

works. Furthermore, we have discussed how lexical resources, here

EuroWordNet, can be used in order to disambiguate documents (re-

trieved from the web within an information retrieval system) given

different meanings (retrieved from lexical resources). After having

discussed the problems related to the EuroWordNet structure, we pre-

sented the functionality of our tool. Using LexiRes we obtain a hier-
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Figure 3. Example of the word ”bank” - manual merging functions - in the LexiRes Editor.

Figure 4. Example of the word ”bank” - SynSet translations - in the LexiRes Editor.
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archical word specific overview that gives the possibility to restruc-

ture concepts using automatic or manual merging methods. These

methods are important to obtain a lexical resource that is more ap-

propriate in order to disambiguate user query words in documents

retrieved from an information retrieval system.
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Framework for Semi Automatically Generating  
Topic Maps 

Lóránd Kásler1 and Zsolt Venczel1 and László Zsolt Varga1 

Abstract.  The amount of electronically stored textual 
information is continuously increasing both on the internet and in 
company assets, and there are no good solutions to easily locate the 
most needed information. Because search engines do not take into 
account the meaning of the word and its context, in the end the user 
has to select the right information from the unstructured result set. 
If the text is annotated and linked to the ontology of the annotation, 
then the user can directly navigate along the links of the semantic 
annotation to the desired information. 

In this paper we present a software framework to semi 
automatically generate a semantic representation of the knowledge 
of the Networkshop conference series and display on a web portal 
the generated ontology together with the references to the 
occurrences of the instances in the source text. The framework 
presented in this paper makes advances in the following fields: we 
do not assume that the source text has uniform and formally 
defined structure, we address English and Hungarian text as well, 
we incorporate machine learning techniques in the process, and 
provide a flexible content management system for the presentation 
of the generated Topic Map on a web based portal. 

1 INTRODUCTION 

The amount of electronically stored textual information is 

continuously increasing both on the internet and in company assets, 

and there are no good solutions to easily locate the most relevant 

information. Although there are engines, like Google, for word 

based search, and the techniques are continuously improved, in the 

end the real search is completed by the user, because these search 

engines do not take into account the meaning of the word and its 

context. The semantic web tries to improve this by attaching 

semantic annotation to data and text. The semantic annotation is 

based on an ontology of the given domain. However the amount of 

information is huge and the semantic annotation cannot be done 

manually for large amount of text, therefore there is need for 

automated tools. 

Once the information is semantically annotated, then the search 

can be improved in two ways. One way is that the search engine 

takes into account the semantic annotation of the text in order to 

further improve the result set of the search; the other is that there is 

no search engine and the user directly navigates along the links of 

the ontology of the semantic annotation to the desired information. 

The second approach has limitations towards large information sets 

like the whole internet, however in the scales of single portals or 

company information assets this can be a viable option. In addition 

the second approach has advantages as well. One advantage is that 

the ontology of the semantic annotation is closer to the thinking of 

the user and the user feels it much more comfortable to browse 

along the ontology than to select the right information from the 

unstructured result set of search engines. This holds in our case 

where we build a portal and a knowledge source specialised on a 

specific domain. Another advantage is that while navigating along 

the ontology of the annotation, the user may find other relevant and 

interesting information which he/she would not even think of. 

Currently there are two main standards for representing the 

knowledge used for the annotation: the W3C standard [5] 

RDF/OWL and the ISO standard Topic Map [6]. We chose the 

Topic Map standard, because its concept is like and intelligent 

extension of the index of books with key features as topics, 

associations between topics, and occurrences of topics. We also 

chose the Topic Map standard, because it is very flexible in 

merging and extending different sets of Topic Maps. 

In this paper we present a software framework to semi 

automatically generate a semantic representation of the knowledge 

and information present in a set of natural language text files, and 

display the generated ontology together with the reference to their 

occurrences in the source text on a web portal. The software 

framework is applied to semi automatically generate a Topic Map 

from ten years of the NetWorkshop conference proceedings [38]. 

The result is presented on a structured information portal and 

content management system. 

The development of this software framework was motivated by 

the challenge of applying the Topic Map technology, the lack of 

such a framework, the lack of specialized and fast algorithm 

implementations with high precision on a medium data corpus. The 

implementation takes into account the specialities of the Hungarian 

language, mainly the problems of stemming. 

The specific task, to semi-automate the construction of a Topic 

Map based on a conference was originally tackled by Steve Pepper 

and Lars Marius Garshol from Ontopia [1]. Their original intent 

was to describe a showcase on applying Topic Maps on real data 

rather than experimenting text mining algorithms and heuristics. 

The abstract concept of generating a Topic Map from any kind of 

semi-structured data is still an open field. Concrete techniques are 

mentioned in [2], or implemented in TMHarvest [3]. The Topic 

Map generating framework presented in this paper is an 

independent development from the above works and makes 

advancements in the following fields: we do not assume that the 

source text has uniform and formally defined structure, we address 

English  and  Hungarian  text  as  well,   we   incorporate   machine 
1 Computer and Automation Research Institute, Kende u. 13-17., 

Budapest, 1111 Hungary  email:laszlo.varga@sztaki.hu 
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learning and information retrieval [18][19] techniques in the 

process, and provide a flexible content management system for the 

presentation of the generated Topic Map on a web based portal. 

The structure of the paper is as follows: in Section 2 we 

summarize the technology we build on, in Section 3 we describe 

the framework that we developed for generating Topic Maps, in 

Section 4 we evaluate the framework and the generated Topic Map 

portal. 

2 APPLIED TECHNOLOGIES 

In this section we are going to summarize the technologies used for 

the development of the software framework. We used a broad 

spectrum of mature, open-source, Java technologies. 

2.1 Topic Map  

Topic Maps became an ISO standard in January 2000 [6], and the 

technology is in active development. Considered by some a rival, 

or a redundant specification for the WWC standard RDF [5], but 

the two specifications address different needs [9][10][17], and can 

coexist in several ways [4][8]. 

The key features of Topic Maps are: topics identified by their 

names; associations between topics; and occurrences of topics 

pointed to via locators. The key main advantages of this knowledge 

representation technology are data merging, Published Identities 

[14], rich set of metadata, and an element named “scope”, which is 

mainly used for multilingual purposes [11][12][13]. 

There are many Open Source [33][34] and commercial 

implementations of Topic Map in Java, from Ontopia, Infoloom, 

Empolis and other vendors. There is even an effort to standardize 

the API used by vendors, called Topic Map API (TMAPI) [15]. 

2.2 Machine Learning in Java 

For various analysis tasks the framework uses several machine 

learning and language processing techniques [20]. One of the most 

comprehensive architecture and collection of algorithms in this 

field is an open-source project of the University of Waikato, named 

Weka Machine Learning Project [21]. Besides broad variety of 

implemented classifiers, there are other, open-source extensions 

like jBNC [29]. 

Among several advanced algorithms, the framework contains a 

pluggable stemming package. We have successfully integrated a 

Hungarian language stemming software package, called 

Szószablya [27]. This way all other layers of the application 

dependent on stemming became language independent, because the 

abstract stemming package instantiates the needed sub package. 

Although WEKA is one of the popular choices for machine 

learning and text mining tasks, we experimented with other 

frameworks such as YALE (Yet Another Learning Environment) 

[28] as well. 

2.3 Ant Framework 

The Ant Framework [16] is known as an open source build system, 

but besides being a modern replacement for make, its task oriented 

philosophy, easy configuration and integrated command line 

interface has a larger applicability. The main phases of the process 

implemented in our framework are modeled as Ant Tasks and can 

be controlled uniformly. 

3 FRAMEWORK FOR GENERATING TOPIC 
MAPS 

The framework for generating topic maps consists of a set of 

software tools and methods to support the execution of the process 

represented on Figure 1. The process has four phases: the data 

organisation, the analysis, the Topic Map population and the 

content management phase. 

In the data organisation phase the raw source text available in 

various formats and structures is processed to have uniform 

structure. In this phase the metadata that can be extracted from the 

semi structure of the raw text is extracted and converted to a formal 

structure. 

The goal of the analysis phase is to identify the main topics and 

their associations present in the source text. Two basic 

identification methods are applied. One is the identification of the 

topics and associations from the structure of the source text. For 

example topics like the paper title, the author, the affiliation of the 

author can be identified by pointing to the appropriate item in the 

structured metadata. We did not use named entity recognition, 

because we could not have defined associations between 

recognised entities easily. Associations like “a paper is authored by 

an author” can be identified by associating the items in the 

structured metadata. The other identification method is based on 

the analysis of the natural language text of the source text. Ideally 

this could be based on information retrieval methods to identify the 

topics and their associations mentioned in the papers. The 

implementation of the method on natural language understanding 

would have been too ambitious for our project, therefore we 

decided to use already existing external taxonomy or ontology to 

assign keywords to papers. The associations between keywords are 

defined by the external ontology. The result of the analysis phase is 

a Topic Map skeleton which is a combination of the external 

ontology and the ontology defined by the source text structure. 

The Topic Map skeleton contains topic types which do not have 

occurrences. For example we know that there are authors and 

papers, the authors can write papers on different keywords, “Java 

Virtual Machine” and “operating system” are keywords, Windows 

and Linux are operating systems, and Java Virtual Machines can 

have implementations on different operating systems. However we 

do not know which authors wrote about which keyword and we do 

not know which papers contain which keyword. In the Topic Map 

population phase we identify the concrete instances of these topic 

types identified in the analysis phase. The result of the Topic Map 

population phase is a complete Topic Map of the source text. 

The final phase of the framework is the content management 

phase. In this phase the completed Topic Map is loaded into an 

informational portal where the Topic Map can be presented to the 

user in a user friendly way using a content management system. 

With the help of the content management system the screen of the 

portal can be formatted and transitive associations can be added. 

For example if we know that authors write papers and papers are 

about keywords, then we can add the transitive association that 

authors write about keywords. 

In the following we are going to detail the phases of the process 

of generating Topic Maps. 
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Figure 1. Framework for Generating Topic Maps 

3.1 Phases of the Framework 

Our solution consists of a semi-automatic system, capable of 

generating Topic Maps, from arbitrary complex data. It is a 

collection of tools, implemented in Java, forged together by a 

command line interface. The main design considerations were 

versatility, pluggability, runtime efficiency and incremental build. 

The project secondary objective, besides running a public portal, 

based on Topic Map technology, was to implement a Content 

Management backend for it. The backend leverages the used 

knowledge representation, thus it also has a Graphical Web 

interface for modifying the Topic Map. In order to achieve this, we 

had to maintain the incremental aspect of generating Topic Maps 

along all the tools. 

The main task of generating the Topic Map is distributed over 

several runtime phases: Data Organization, Analysis, Topic Map 

Population. The Content Management Part of the Informational 

Portal based on the constructed Topic Map model, is in fact using 

the same architecture, to incrementally change underlying data. 

The generated Topic Map is persisted in a relational database, or in 

XTM [7], the XML interchange format for Topic Maps. The 

framework itself is agnostic of the chosen persistence alternatives, 

or the Topic Map engine, because it uses an abstract and standard 

API, called TMAPI. 

As mentioned above these phases are incremental, which 

means, that they can augment any Topic Map model, indifferent of 

the used Topic Map engine and persistence technique. Most of the 

phases are semi-automatic, which means that user interaction is 

required to configure parameters or confirm certain assumptions 

made by several heuristic algorithms. 

3.1.1 Data Organization Phase 

Originally the data from the ten Networkshop conferences were in 

various formats and scattered in different places. Almost every 

conference had a different structure, or even worse: similar, but 

randomly discrepant directory trees. In this phase, we collected all 

the metadata from the data corpus and stored it in a structured way, 

using XML. The metadata to be extracted is identified by looking 

at the format of the papers and identifying for example that the first 

line is the title, the second is the authors list, etc. Several pattern 

matching techniques are used, such as regular expressions, to 

construct this preliminary database. The tools are manually 

configured to gather as much useful information as possible. 

Another important part is textual data extractions from the 

different file formats used, because the conference paper formats 

changed from year to year. The parsers used are also Open Source 

implementations of parsers for the popular formats, such as 

Microsoft Word doc, PowerPoint, pdf and others. 

3.1.2 Analysis Phase 

As we said previously, the process of analysis leads to a Topic Map 

skeleton, containing the Typing Topics and Keyword topic 

instances. 

The collection of typing topics in a Topic Map represents the 

ontology used by that model. Every topic is an instance of one of 

these typing topics. This ontology is the core, on which other tasks 

depend and it constitutes a solid base, on which layers of concrete 

data can be built. The process of discovering Typing Topics is also 

manually configured. Basically for every structured metadata 
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format the user has to create an XML configuration file containing 

the mappings. We used and enhanced the TMHarvest framework 

for this task. The mapping file contains several patterns, like XPath 

expressions, or Regular expressions to encapsulate the source of a 

typing topic. For the current data corpus we identified eleven 

typing topics, like Paper, Author, Conference and also other 

Association and Occurrence types. 

The keyword topics are taken from an external ontology which 

may come from several sources. The actual implementation uses an 

external source, FOLDOC [24] to obtain a rich, domain specific 

ontology. Other taxonomies, web directories, or dictionaries could 

be easily used, such as ODP [25] and Babel [26]. The external 

source adapter system is customizable to create from virtually any 

format the desired keywords. The FOLDOC source is in a textual 

representation, which holds formatting metadata. The implemented 

parser for the FOLDOC text is based on several observations, 

which became rules. For example one of these rules is described 

as: a line starting with no trailing white spaces, and containing a 

few words represents a starting of a new keyword in FOLDOC. 

The associations between the other keywords are represented with 

special delimiters, for example a keyword is enclosed in 

parenthesis. These and other rules help the FOLDOC parser 

construct a true ontology represented in the Topic Map model. 

Another approach to create the FOLDOC Topic Map 

representation would be to discover automatically the important 

keywords, phrases and associations between them, as in the case of 

the conference meta and textual data. Implementing this alternative 

is far beyond our project, but the current framework could stand as 

a basis for such an extension. 

3.1.3 Topic Map Population Phase 

The process of Topic Map Population is by far the most 

challenging and interesting task. It is configured the same way as 

the typing topics generator, but the used patterns are based on 

actual topic instances, like the instances of a Paper topic, or Author 

topic. The generating templates describe a mapping from every 

structured metadata record to the specified topic instance. 

Even techniques based on a semi-structured or structured data 

face several morphological and semantic problems. The main 

problem is identifying the entities across several records. For 

instance the name of a person could be misspelled in a number of 

ways, or the order of the first and family name is not universal in 

many languages. Also the use of addressing like Phd., Dr., Msc. 

can be an obstacle for successful identification. We implemented 

several language dependent heuristics for tackling misspelling and 

other problems, but besides this there is also a special pattern file 

which encapsulates domain and data specific errors. This task uses 

a multi-phase approach and the heuristics are fired against the data 

model iteratively. Thus the underlying knowledge representation 

becomes more and more coherent after every pass. 

Besides this first technical part of the populating process, which 

is based on metadata, there is another task which is based on the 

raw texts of the papers. These texts contain inherent associations 

not published explicitly through metadata. For instance the paper is 

associated to the categories described by keywords. Another 

example is that one author references another author in the text. 

The automated document classification is implemented in a 

pluggable way. It can use several techniques from the field of 

unsupervised document classification and statistical information 

retrieval. To leverage the current implementations of such 

techniques, we integrated our tools with the WEKA framework. 

The simplest approach to assign classifying keywords to papers 

would be a full text search based classification, for example by 

searching the abstract of each paper for the keywords of FOLDOC. 

This approach gives a heavily expanded classification, because 

every word occurrence is weighted equally. Although this gives 

rough estimation of used keywords, the final classification results 

are not acceptable. Using a pipeline architecture we managed to 

create chains of processing as shown on Figure 2. The original 

classification created by the simple search based approach is used, 

and refined in the second part. Using a Vector Space Model (VSM) 

of the papers, we managed to create a more accurate classification. 

The vectors in this model were the keywords found by the full text 

search and every paper could be represented as an element in this 

space, based on the relative relevancy of every occurring keyword 

in that particular paper. After conducting several classification 

experiments, we decided to create an association between the paper 

and a keyword if and only if the relative relevancy is in the first 

66% among the other keywords present in the text of the paper. 

The magic number of 66% was decided intuitively: full inclusion 

was too much, half inclusion produced bad results, and the magic 

number seemed to be acceptable. 
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Figure 2. Chains of processing to find the most relevant topics in a paper 

This combined technique is language independent, as far as the 

keywords and the words in the texts are correctly stemmed. 

Because FOLDOC was currently available in English, we used the 

English abstract of the papers. By constraining the FOLDOC 

keyword database to the subset found as a true occurrence in the 

conference papers, the translation is much easier. 

3.1.4 Informational Portal / Content Management Backend 

The tangible part, as far as the end user is concerned is the 

informational web-based portal. The main reason why we have 

chosen the Topic Map model to provide an abstraction for data 

representation is that the Topic Map representation of metadata and 
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the typing topics can easily be published on a portal. The core 

concepts of this portal are the topics and their associations. The 

user can navigate from one topic to another as in a Wiki from one 

page to another. From every type of topic all possible associations 

are visible and hyperlinkable. From a given author one can access 

all the authors, the conferences on which the author published and 

the keywords the author wrote about. By navigating to a selected 

keyword, all the associated papers are shown. 

There are numerous generic frameworks to visualize and to 

publish topic maps. The Ontopia Omnigator [32] or the open-

source TM4Web [35], like any other Topic Map application, are 

based on a Topic Map engine. The View part consists of easily 

modifiable Html templates, using a template engine like Jakarta 

Velocity [31] or standard JSP technology. 

While the Topic Map engines fit well as a generic visualization, 

for the individual portals one must implement the whole navigation 

and view according to its design and concept. This is why we have 

chosen another approach to configure the whole portal through a 

content management backend by leveraging the representational 

metadata. This metadata is encapsulated in every typing topic and 

their templates. Content navigation and rendering is also based on 

typing topics. 

In conclusion, the framework implemented on a Topic Map 

model is content management that leverages knowledge 

representation. It integrates several general editors that discover the 

actual type of modifiable data, and chose the appropriate template 

for the topic being edited or viewed. It uses the built in multi 

language support of the Topic Map paradigm, which was one of 

the priorities of this project. 

As technology basis, we use the Tapestry web framework 

[22][23][30], which is a component oriented framework. We have 

implemented several generic components for every element of the 

Topic Map paradigm: the Topics, Associations, Occurrences and 

also lists powered by tolog queries [37] which are topic map 

queries similar to SQL, but having a Prolog like syntax. 

We have extended this generic topic editing and managing 

framework to refine the specific tasks for specific topic types. Thus 

we implemented an interface which allows that a topic in 

administration mode is not only editable, but the user can perform 

specific tasks. The user is able to rerun the occurrence finder, the 

classifier or any other implemented action for the current type of 

topic. 

4 CONCLUSION 

This project tackled several technological and algorithmic 

challenges. It investigated the applicability of the Topic Map 

model on real data. We have experimented with different document 

classification algorithms and implemented a content management 

system based on this knowledge representation. 

The framework for generating Topic Maps presented in this 

paper does not assume that the source text has uniform and 

formally defined structure, it handles English and Hungarian text 

as well, incorporates machine learning and information retrieval 

techniques in the process, and provides a flexible content 

management system for the presentation of the generated Topic 

Map on a web based portal. 

At the time of the writing of this paper an initial Topic Map is 

generated and tested. The generated Topic Map contains 3537 

topics, 723 papers, 973 keywords from ten years of Networkshop 

conferences. Manual annotation at this scale is not feasible, 

because the annotation is sometimes regenerated or incrementally 

extended at each year’s conference. There are about eleven 

thousand keywords in FOLDOC, and in general we do not expect 

that the number of keywords would dramatically increase. The 

tools of the framework produce results in seconds when applied to 

the conference papers of the Networkshop series.  

The project has proven the applicability of the Vector Space 

Model in categorization by reducing with an order of magnitude 

the irrelevant classifications and keywords. The deployed Topic 

Map portal is under test. Compared to the original conference web 

site, the Topic Map portal is user friendly and helps finding the 

relevant information in ten year’s volumes of the Networkshop 

conference proceedings. The Topic Map generating process is semi 

automatic which allows the easy incorporation of coming volumes 

of the conference proceedings. 

4.1 Future Work 

A future improvement of the classification phase would be the 

usage of true learning based classifiers, such as Bayes classifiers or 

others alike. The occurrence or keyword discovery could be made 

directly from the textual data using advanced keyword and context 

extraction techniques. A viable solution would be integrating KEA 

[36], an open-source keyword extraction package, with the current 

framework. 

Another, more visually appealing feature would be an 

interactive web-based or desktop GUI that guides the end user 

through the phases. The current Content Management system is 

generic enough, but it doesn’t have yet the necessary abilities to 

create a full topic map from scratch. At least an ontology must be 

present in the model. To fully use the potential of Topic Maps, the 

internal portal metadata could be expressed in terms of Topic Map 

elements. Thus a generic editor could edit the system itself, if it is 

carefully configured. 
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Abstract. The paper in hand presents an adoption of the
suffix tree model for the retrieval of labeled graphs. The suffix
tree model encodes path information of graphs in an efficient
way and so reduces the size of the data structures compared
to path index based approaches, while offering a better run-
time performance than subgraph isomorphism based meth-
ods. Within a specific use case we evaluate the correlation of
the developed method to human judgement and compare the
correlation values to other methods. We show that in our use
case, which is the retrieval of digital photos annotated with
MPEG-7 using the MPEG-7 Semantic Description Scheme,
the presented algorithm performs better than other methods.

1 INTRODUCTION

Let G = 〈V, E〉 be a graph, where V denotes the node set and
E ⊆ V ×V denotes the edge set. Given a query graph Gq and
a graph set G, graph retrieval deals with the task to identify
a subset R ⊆ G with the property

∀G ∈ R : ϕ(Gq, G) ≥ t

where ϕ : G ×G → R denotes a similarity function and t ∈ R

is a minimum similarity threshold.
The research question how to search similar graphs in a

database was already prescribed in a work by Simmons in
1966 (see [13]), in which he matched conceptual graphs. Since
then, different applications areas emerged; they include query-
ing chemical graph databases that store molecular structures,
retrieving vector and raster images using characteristics en-
coded in a graph, and recently, searching in semantically en-
riched data in the context of semantic Web applications.

Our application scenario relates to multimedia retrieval
with the MPEG-7 standard, where metadata are represented
as graphs: A user formulates his or her information need in the
form of a graph, which is then matched against an MPEG-7
graph database G.

A property of MPEG-7 graphs is that their nodes and edges
are labeled with text, say, for each G ∈ G there exists a func-
tion lE : E → TE as well as lV : V → TV , where TE , TV are
term sets. The goal is to retrieve graphs that match both, the
query graph’s structure as well as the labels. The challenges
in this connection are twofold:

1. The statement of a similarity function ϕ that reflects the
application scenario, and

1 University of Technology Graz, Knowledge Management Insti-
tute, Austria, email: mathias.lux@tugraz.at

2 Bauhaus University Weimar, Germany, email: sven.meyer-zu-
eissen@medien.uni-weimar.de

3 Know-Center Graz, Austria, email: mgrani@know-center.at

2. The operationalization of the retrieval functionality.

The second challenge restricts the flexibility in formulating
a similarity function: ϕ must not be expensive to evaluate in
terms of runtime complexity since in our case a user waits
actively for retrieval results.

2 RELATED WORK

Although maximum common subgraph isomorphism is a nat-
ural starting point for graph similarity computation (see [3]),
it cannot be applied to our scenario: First, the question if
two graphs G and H contain an isomorphic subgraph whose
edge set has more than k ∈ N elements is NP-complete (see
[6]). Second, quantifying similarity using ratios of subgraph
edge set sizes solely may not reflect our problem, since edge
label matches can be of different importance, depending on
the value of an edge label.

For this and similar reasons, graph retrieval algorithms are
tailored to the requirements of the underlying use case. For
example, Fonseca et al. used graph invariants of trees—in
this specific case the eigenvalues of the tree’s and subtree’s
adjacency matrix—to identify relevant cliparts represented
as trees, representing adjacency and inclusion of color areas
within the cliparts, in a database (see [5],[12]).

Zong et al. (see [18]) retrieved labeled graphs using an index
in which the labels of paths up to a certain length were stored.
The relevance between a query graph and a graph from the
database was computed from a TF*IDF-like similarity mea-
sure that was applied to the edge labels.

Berreti et al. (see [2]) extracted information on neighbour-
ing colour regions from raster images, which was encoded in
directed labeled graphs. To retrieve similar images a graph
database was queried employing a tailored metric, which
proved as slow but highly configurable.

2.1 Contribution

Text retrieval methods based on the vector space model, es-
pecially those using inverted lists as described in [1], have
been applied to graph retrieval before: A graph’s labels form
a virtual document; likewise, the query graph’s labels are used
to construct a query document. The similarity between these
documents is computed using the vector space model along
with standard similarity measures like TF*IDF or BM-25.

Unlike traditional vector space approaches our proposed
method employs the suffix tree model, described in [8]. Its
advantage is that similarity computations incorporate word
order within sentences and text fragments. Applied to the out-
lined MPEG-7 retrieval scenario, this property is especially
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useful when matching labels in a graph’s paths, yielding to
better similarity values like the respective experiments show.

3 APPLICATION SCENARIOS

The specification of semantics often follows a graph modeling
approach; the pioneering work of Sowa (see [14]) is one of
many examples. Similarity search in this and related contexts
reduces to graph retrieval.

Currently a trend towards a semantically enriched Web can
be noted. This movement started with the vision of a semantic
Web by Berners-Lee (see e.g. foreword in [4]) and resulted in
the definition of a syntax for semantics, formally defined in an
ontology language based on the Resource Description Frame-
work (RDF), which uses a model based on directed labeled
graphs.

Another initiative, aimed at an interoperable standards for
multimedia data, is the Moving Picture Expert Group, in
short MPEG. Within their Multimedia Content Description
Interface, short name MPEG-7, they defined a way to seman-
tically describe the contents of multimedia files by intercon-
necting semantic objects (e.g. agents, places, and so on) by
typed semantic relations (see [7] for more details), which again
results in directed labeled graphs that encode semantics.

All of the above mentioned scenarios model semantics with
directed labeled graphs. While the same edge label can be
used more than once within a graph, we assume that node
labels are unique within a graph as defined in MPEG-7, RDF
and conceptual graphs.

4 APPLYING THE SUFFIX TREE
MODEL TO GRAPH RETRIEVAL

Information retrieval methods that have been used in the
past for graph retrieval have in common that they transform
database graphs Gi ∈ G as well as query graphs Gq to docu-
ments di and dq, respectively, which are then compared using
their vector space model representations in combination with
a related similarity measure like the cosine similarity. Here,
the documents consist of sentences, which are made up of
node and edge label concatenations from paths in the corre-
sponding graphs. This methodology raises two questions:

1. Which paths of a graph should be used for the construction
of di and dq?

2. Which retrieval methodology should be chosen for query
matching?

With respect to point (1), some heuristics have been pro-
posed. One prominent method is discussed in connection with
GraphGrep (see [11]). The paths of a graph are extracted ei-
ther by identifying all paths in a graph up to a certain length,
e.g. with a depth first or breadth first search starting from
each vertex (see e.g. [15]), or by identifying frequent substruc-
tures within the graphs (see e.g. [17] or [16]).

The focus of our research refers to point (2). Known graph
retrieval methods that rely on the vector space model disre-
gard term order or include only partial term order informa-
tion when using n-grams for indexing. In the following, a sim-
ilarity measure is presented that tackles the aforementioned
problem; it compiles full path label order information into the

similarity values while keeping the computational complexity
bounded by a linear function. In this connection, knowledge
about suffix trees is necessary prerequisite; some details are
summarized in the next section.

4.1 Suffix Trees

The ith suffix of a document d = w1 . . . wm is the substring
of d that starts with word wi. A suffix tree of d is a labeled
tree that contains each suffix of d along a path whose edges
are labeled with the respective words. The construction of a
suffix tree is straightforward: The ith suffix of d is inserted by
checking whether some edge emanating from the root node is
labeled with wi. If so, this edge is traversed and it is checked
whether some edge of the successor node is labeled with wi+1,
and so on. If, in some depth k, a node n without a matching
edge is reached, a new node is created and linked to node n
with an edge labeled with wi+k.

Figure 1 illustrates a the suffix tree in which the documents
d1 =“Boy plays chess” and d2 =“Boy plays bridge too” have
been inserted.

"boy plays chess"

"boy plays bridge too"

boy plays

chess bridge
  too

ch
e

ss

b
rid

g
e to

o

too

p
la

ys

chess bridge
  too

J

Figure 1. A suffix tree in which the documents d1 =“Boy plays
chess” and d2 =“Boy plays bridge too” have been inserted.

4.2 Path-based Graph Suffix Trees

Let di denote the document that is associated with Gi, and
likewise, let dq denote the document that is associated with
Gq. Both, di and dq consist of “sentences”, which are concate-
nations of path labels from selected paths from Gi and Gq,
following a heuristic mentioned above.

A natural similarity measure between di and dq arises when
inserting each suffix from each sentence of di and dq into an
initially empty suffix tree GS = 〈VS , ES〉. Let Ei ⊆ ES denote
the set of the edges that have been traversed when all suffixes
of di’s sentences have been inserted into GS , and analogously,
let Eq ⊆ ES denote the traversed edge set for all sentences’
suffixes from dq. The similarity between di and dq can be
measured by how many edges Ei and Eq have in common,
e.g. quantified by the Jaccard coefficient:

ϕS (Gi, Gq) =
| Ei ∩ Eq |

| Ei ∪ Eq |

Furthermore in [8] two more weighting schemes using term
frequency and inverse document frequency of edges, are de-
scribed to enhance relevance and precision. For similarity cal-
culation of graphs such a weighting can be applied.



32

In addition to the two original weighting schemes a third
scheme relying solely on IDF can be introduced. Stripping
the term frequency from the original weighting formula, a
similarity measure can be defined as follows:

ϕidf (Gi, Gq) =
1

| ES |

∑

e∈ES

traversed(e) · IDF (e)

with traversed(e) =

{

0 e /∈ Ei ∩ Eq

1 e ∈ Ei ∩ Eq

Here, IDF : E → R is defined to be the inverse docu-
ment frequency function, IDF (e) = log( n

S(e)
), with n being

the total number of documents and S : E → N denoting the
function that delivers the number of distinct documents that
traversed a given edge on insertion into the suffix tree.

5 EVALUATION

Although the presented suffix tree model for graphs can be
applied to arbitrary graphs with node and edge labels, the
evaluation was done within a multimedia retrieval scenario:
Using MPEG-7, the Multimedia Content Description Inter-
face, multimedia documents can be annotated using graphs
expressing the semantics of the multimedia document. This
particular functionality of MPEG-7 is defined in the Semantic
Description Scheme (see [7] for details on MPEG-7).

-ATHIAS

4ALKING

3VEN -ICHAEL

'RAZ

AGENT/F

PATIENT/F PATIENT/F

LOCATION/F

Figure 2. Illustration of an MPEG-7 based annotation
expressing that Mathias is talking to Sven and Michael in Graz.

Within this scenario two graphs, like the one shown in fig-
ure 2, can be compared and a similarity value can be obtained.
Based on the used mechanism for similarity calculation dif-
ferent results are achieved. Our evaluation aims to identify
the most semantic method (in terms of human judgement)
for similarity calculation of MPEG-7 based annotations.

To evaluate the semantics of candidate similarity measure a
test set of 96 manually annotated digital photos was used. In
essence for all photos a labeled directed graph exists, which
describes the semantics of the image by specifying persons,
time points, locations and events as nodes and interconnect-
ing these nodes by labeled edges, like shown in figure 2. The
graphs have a median number of nodes of 5.81, with a medium
number of 5.99 edges. From this test data set 20 photo pairs
were identified, which were used to create a questionnaire. The
participants of the evaluation were asked to rate the pair-
wise similarity of the photos. The averaged similarity from
the participants answers was correlated to the results of the
candidate similarity measures.

After initial evaluations of 18 and 15 participants a final
evaluation with 112 participants was carried out. The results
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Figure 3. Evaluation of the Suffix Tree Metric in correlation to
human judgement

of the evaluation of the suffix tree model based metrics is
shown in figure 3. With each weighting scheme three different
strategies for building the tree are evaluated: A first approach
is to build the tree without taking the edge labels into account
(shown as option no relations in figure 3), so only the sequence
of node labels is inserted into the tree. A second approach is
to normalize all relation labels without taking their directions
into account (shown as option undirected r. in figure 3). This
can be done by ignoring all direction information on edges.
The third option is to use the full paths including node and
edge labels (shown as option full r. in figure 3).

As can be seen easily the suffix tree model cannot provide
an optimal approximation of human judgement with any of
the presented weighting schemes. With no weighting schema a
rounded maximum correlation value of 0.689 can be achieved.
With the term frequency weighting, which was proposed in
the original publications the correlation value even gets worse.
The inverse document frequency (IDF) weighting proposed in
this publication offers the best correlation with a maximum
value of 0.791 taking all node and edge information (labels
and direction) into account.

Besides the above introduced suffix tree similarity measure
for graphs following similarity measures from text and graph
retrieval were compared to human judgement:

1. Vector space based on node and edge labels, cosine co-
efficient as similarity measure with following weighting
schemes. This metric does not take the structure of the
graph into account, the set of labels is treated as text doc-
ument:

(a) without weighting scheme (Text VS in fig. 4)

(b) TF*IDF (Text VS TF*IDF in fig. 4)

(c) BM25 (Text VS BM25 in fig. 4, see [9] and [10] for details
on BM25)

2. Vector space with graph paths as terms, cosine coefficient
as similarity measure with following weighting schemes:

(a) TF*IDF on paths with one arc (VS IDF Triple in fig. 4)
and full length paths (VS IDF Paths in fig. 4)

(b) BM25 on paths with one arc (VS BM25 Triple in fig. 4)
and full length paths (VS BM25 Paths in fig. 4)

3. Maximum common subgraph metric from [3] (MCS in fig.
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4)
4. Error correcting subgraph isomorphism metric from [2]

with boolean edge label distance functions and two options
for used node label distance functions:

(a) Boolean distance function (Berretti (Bool) in fig. 4)

(b) Term vector distance function (Berretti (VS) in fig. 4)
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Figure 4. Evaluation of different distance functions and metrics
using the correlation to human judgement

The evaluation results in figure 4 show that the suffix tree
model with proposed inverse document frequency weighting
offers the best correlation to human judgement in the pre-
sented domain. However the VS BM25 Triple metric offers a
nearly as high correlation value. The two variants of the error
correcting subgraph isomorphism metric of [2] do not perform
as good as the other candidates. All evaluated text based sim-
ilarity and distance measures, which do not take the structure
in to account, do not correlate well with human judgement.

6 CONCLUSION

As can be seen easily from the evaluation similarity measures,
which take the structure information of the graphs into ac-
count, are superior to the tested text retrieval mechanisms,
which use node and edge labels for retrieval. The suffix tree
method has a slightly better correlation coefficient and there-
fore reflects human judgement better than the other meth-
ods. However the difference to the vector space method is
marginal, which justifies for example the usage of an path
index for graph retrieval. One possible explanation why the
triple based VS approach performs that good is that in the
inspected domain all node labels are unique within a single
graph.

The most interesting point is, that methods adapted from
text retrieval perform better than the evaluated methods de-
veloped for graphs, like MCS and the algorithm of Berretti et
al. described in [2] on the used test data set. However the num-
ber of photos in the set is too small for general conclusions,
but as no test data sets for semantic annotations currently ex-
ist, the creation of semantic annotations for multimedia docu-
ments is a laborous task and the usefulness of random graphs
for evaluation is limited in this domain, an evaluation with a
bigger data set was out of scope of the project. Nevertheless
the presented evaluation provides a starting point for further
investigations.
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Ensemble-based Author Identification  
Using Character N-grams 

Efstathios Stamatatos1 

 
Abstract. This paper deals with the problem of identifying the 
most likely author of a text. Several thousands of character n-grams, 
rather than lexical or syntactic information, are used to represent the 
style of a text. Thus, the author identification task can be viewed as 
a single-label multiclass classification problem of high dimensional 
feature space and sparse data. In order to cope with such properties, 
we propose a suitable learning ensemble based on feature set 
subspacing. Performance results on two well-tested benchmark text 
corpora for author identifi cation show that this classification 
scheme is quite effective, signif icantly improving the best reported 
results so far. Additionally, this approach is proved to be quite 
stable in comparison with support vector machines when using 
limited number of training texts, a condition usually met in this kind 
of problem. 

1 INTRODUCTION 
Author identification is the task of predicting the most likely author 
of a text given a predefined set of candidate authors. This task can 
be seen as a single-label multi-class text categorization problem 
[17] where the candidate authors play the role of the classes. Early 
attempts to author identification focused mainly on cases of 
disputed authorship [13] or literary works [3] with limited number 
of candidate authors, sometimes providing controversial results. 
However, a growing number of studies indicate that the field is now 
mature to handle difficult cases with many candidate authors and 
limited number of short training texts [1, 4, 5, 8, 9, 10, 15, 18, 20]. 

One major subtask of the author identification problem is the 
extraction of the most appropriate features for representing the style 
of an author, the so-called stylometry. Several measures have been 
proposed, including attempts to quantify vocabulary richness, 
function word frequencies and part-of-speech frequencies. A good 
review of stylometric techniques is given by Holmes [6].  

Obviously, the most straightforward approach to represent a text 
is by using word frequencies, a method widely applied to topic-
related text categorization as well. To this end, the most appropriate 
words for author identification may be selected arbitrarily [13], 
according to their discriminatory potential on a given set of 
candidate authors. Burrows [3] first indicated that the most frequent 
words of the texts (like ‘and’, ‘to’ , etc.) have the highest 
discriminative power for stylistic purposes. Interestingly, these 
words are usually excluded from topic-related text categorization 
systems. Additionally, this approach for selecting appropriate words 
is language-independent. 

A recent study [9] shows that sub-word units like character n-
grams (i.e., character sequences of length n) can be very effective 
for capturing the nuances of an author’s style. The most frequent n-
grams of a text provide crucial information about the author’s 
stylistic choices on the lexical, syntactical, and structural level. For 
example, the most frequent 3-grams of an English corpus indicate 
lexical (‘ the’, ‘ to’ , ‘ tha’, ‘con’), syntactical (‘ing’,  ‘ed ’), or 
structural (‘. T’, ‘ “T’) information. 

In this paper, we follow the language-independent stylometric 
approach proposed by Burrows [3] using character n-gram 
frequencies instead of word frequencies. Several thousands of the 
most frequent n-grams are used to repressent the style of a text. 
From a machine learning point of view, the task of author 
identification can, then, be viewed as a classification problem of 
high dimensional feature space (several thousands of valuable 
features). As proved by previous studies, every word (and 
subsequently n-gram) is valuable for text classification [7]. 
Therefore, feature selection methods that attempt to reduce the 
feature set seem not suitable for this task. Moreover, the longer the 
feature set, the more sparse the data (i.e., the less frequent an n-
gram, the less likely to be found in a given text).  

A machine learning approach able to cope with such a 
classification task is an ensemble of classifiers based on feature set 
subspacing [2]. That is, to avoid the curse of dimensionality 
problem, the feature set is divided into smaller parts, each used to 
train a base learner. The predictions of the base classifiers are, then, 
combined to provide the most likely class. In this paper, we propose 
a suitable ensemble-based model and apply it to character n-gram 
representations of authors’  style. Comparative performance results 
are provided for the ensemble-based approach and an alternative 
model using support vector machines, based on two benchmark text 
corpora previously used by author identification studies. Moreover, 
we focus on practical considerations of the task in question, such as 
limited number of training texts, a condition usually met in real-
world author identification problems. 

The rest of this paper is organized as follows. Section 2 presents 
the learning ensemble classification scheme as used in this study. 
The n-gram data sets and the other methods used for comparative 
purposes are described in section 3. The performance results of the 
examined schemes are included in section 4. Finally, section 5 
summarizes the conclusions drawn and suggests future work 
directions.  

2 CLASSIFICATION SCHEME 

In the current approach, each text is represented as a vector of 
character n-gram frequencies of occurrence. Let Gd={g1, g2, …, gd} 
be the ordered set (by decreasing frequency of occurrence) of the 
most frequent n-grams (i.e., character sequences of length n) of the 
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training set. Consider fij as the normalized frequency of occurrence 
of the j-th n-gram of Gd in the i-th text. Then, a text xi is represented 
as the ordered vector <fi1, fi2, …, fid>. 

For constructing a classifier ensemble based on feature set 
subspacing we follow an approach we call exhaustive disjoint 
subspacing. That is, a large feature set is divided into equally-sized 
disjoint feature subsets drawn at random. Each particular attribute is 
used exactly once. Each resulting feature subset is used to train a 
base classifier using a learning algorithm able to provide posterior 
probabilities. In this study, linear discriminant analysis is used. 
This standard technique from multivariate statistics is a well-known 
stable classification algorithm proven to be a good compromise 
between classification accuracy and training time cost [12]. The 
predictions of the base classifiers are, then, combined based on an 
appropriate combination method as described in the following 
subsections. 

2.1 Base Classifiers 

Let Gm:d be a subset of m features drawn (without replacement) at 
random from the set Gd of the most frequent n-grams of the training 
corpus (m d d). Consider C(Gm:d) as a single linear discriminant 
classifier trained on the frequencies of these m n-grams in the 
training set texts. Then, E(C(Gm:d), combination) is an ensemble of 
such base classifiers according to the combination method. When 
every feature is used exactly once in the framework of an ensemble, 
we have an exhaustive disjoint subspacing ensemble. In this case, 
the number of base classifiers is d/m. Preliminary experiments 
indicated that the lower the m, the better (and more stable) the 
performance of the ensemble model. In the experiments described 
in this study, feature subsets of minimal length are used (m=2). 

Consider L as the set of all possible classes (authors), then the i-
th classifier assigns a posterior probability Pi(Ci(Gm:d), x, c) to an 
input text x for each c � L, so that  

1),),((
||

1
:  ¦
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j
jdmii cxGCP  

where |L| is the size of L. In case of learning algorithms that 
provide crisp predictions, the posterior probabilities can only take 
binary values (0 or 1).  

2.2 Combination Method 

Provided the posterior probabilities of the constituent classifiers, an 
ensemble assigns a posterior probability  to an input text for each 
class according to the combination of the predictions of the base 
classifiers. Commonly, a combined decision is obtained by just 
averaging the estimated posterior probabilities (the mean rule): 
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where k is the number of the base classifiers. Recall  that for 
exhaustive disjoint subspacing k=d/m. Given that the base 
classifiers are based on different feature sets, their decisions are 
considered to be independent. When the Bayes theorem is adopted, 
an alternative combination rule can, then, be applied to the outputs 
of the base classifiers (geometric mean or the product rule): 
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Comparison of these two combination rules has shown that 
under the assumption of independence the product rule should be 
used. However, in case of poor posterior probabilit y estimates, the 
mean rule is proved to be more fault tolerant [19]. 

In this study, we use a combination of these two combination 
rules (henceforth called mp). The mp rule is just the average of 
mean and product rules. Note that the mean rule is affected by high 
values of posterior probabilities, therefore it is favorable for cases 
where a few base classifiers have assigned a high posterior 
probability to a class. On the other hand, the product rule is affected 
by low values of posterior probabilit ies, therefore it is favorable for 
cases where only a few base classifiers have assigned low posterior 
probability to a class. Hence, mp is a good compromise of these 
two. 

To complete the classification model, provided that 
label(classifier, instance) is the class assigned by a classifier to a 
test instance, then, a classifier ensemble chooses the class that 
maximizes the posterior probability for an input text x, that is: 

)),,((maxarg),( cxensemblePxensemblelabel
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2.3 Effectiveness Measures 

The performance of a classifier ensemble is directly measured by 
the classification accuracy on the test set. Moreover, the 
effectiveness of an ensemble is indirectly indicated by the diversity 
among the predictions of the base classifiers as well as the accuracy 
of the individual base classifiers. In particular, many measures have 
been proposed to represent the diversity of an ensemble [11]. In this 
study, the entropy measure is used, that is: 
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where k is the number of base classifiers, |T| is the total number of 
test texts and Nic is the number of base classifiers that assign text i 
to class c. Notice that log is taken in base |L| to keep the entropy 
within the range [0,1]. The higher the entropy of an ensemble, the 
more diverse the predictions of the individual constituent 
classifiers. 

3 EXPERIMENTAL SETTINGS 

3.1 Data Sets 

The text corpora used in this study are two well- tested benchmarks 
for authorship identification. In particular, the texts were published 
within 1998 in the Modern Greek weekly newspaper TO BHMA 
(the tribune), and were downloaded from the WWW site of the 
newspaper. The texts are divided into two groups of authors: 

x Group A (hereafter GA): It consists of ten randomly selected 
authors whose writings are frequently found in the section A 
of the newspaper. This section comprises texts written 
mainly by journalists on a variety of current affairs. 
Moreover, for a certain author there may be texts from 
different text genres (e.g., editorial, reportage, etc.). Note that 
in many cases such texts are highly edited in order to 
conform to a predefined style, thus washing out specific 
characteristics of the authors which complicate the task of 
attributing authorship. 

x Group B (hereafter GB): It consists of ten randomly selected 
authors whose writings are frequently found in the section B 
of the newspaper. This supplement comprises essays on 
science, culture, history, etc. in other words, texts in which 
the idiosyncratic style of the author is not overshadowed by 
functional objectives. In general, the texts included in the 
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supplement B are written by scholars, writers, etc., rather 
than journalists. 

Each corpus is divided into disjoint training and test parts of 
equal size in terms of texts per author (i.e., ten texts per author in 
the training set and ten texts per author in the test set for each 
group). Some brief information about these text corpora is 
summarized in Table 1. More detailed information can be found in 
[18]. Intuitively, for the GB it is easier to discriminate between the 
authors since the texts are more stylistically homogenous. In 
addition, GB’s texts are significantly longer than GA’s texts. 

No linguistic preprocessing of the corpora is required for 
constructing the data sets for the current approach. The set of the d 
most frequent character n-grams (ordered by decreasing frequency 
of occurrence) of the training set is extracted, for a given character 
sequence length n. In the following experiments, character 3-grams, 
4-grams, and 5-grams are examined while the feature set size (d) 
varies from 1,000 to 10,000. Then, each text is represented by the 
ordered vector of d n-gram frequencies, normalized over the total 
amount of text characters.  

To illustrate the characteristics of these data sets, figure 1 
depicts the average amount of non-zero attribute values per 
thousand of features for both GA and GB. As can be seen, the 
larger the feature set size, the sparser the resulting data. Moreover, 
shorter n-grams (i.e., 3-grams) tend to be less sparse for relatively 
low dimensional feature spaces (until 3,000 features). Of course, 

this can be explained by the fact that the complete set of 3-grams is 
much smaller than the complete set of 5-grams and the most 
frequent 3-grams are more likely to be found in every text in 
comparison to the most frequent 5-grams. On the other hand, 
beyond a certain level (around 3,000 most frequent n-grams) 3-
grams are less likely to be found in a text in comparison to the 
corresponding 5-grams. Notice also that GA data sets are sparser in 
comparison to the corresponding GB data sets. 

3.2 Setting the Baseline 

The GA and GB corpora provide a reliable testing ground for 
author identifi cation experiments since they comprise an adequate 
number of candidate authors, adequate number of test texts, and the 
authorship of each text is undisputed. For this reason, they were 
used to test several author identification approaches [9, 15, 16, 18] 
and the best reported results so far are shown in Table 1. Notice that 
the considerations about the difficulty of the two text corpora are 
reflected in the reported results since the classification accuracy for 
GB is much higher in comparison to GA. 

As mentioned earlier, the approach described in [9] is also based 
on mere character n-grams, thus the comparison with the presented 
method is straightforward. Additionally, in order to test the 
proposed classification algorithm, a Support Vector Machine 
(SVM) model [21] was also built, since SVMs provide one of the 
best available solutions when dealing with high dimensional data.  

4 RESULTS 

The SVM and learning ensemble classification schemes were 
applied to both GA and GB. In particular, common kernel options 
that optimize the average performance of the models were selected 
(linear kernel, C=1). In particular, the exhaustive disjoint 
subspacing approach with minimal feature subset length (m=2) was 
followed. The base learner combination rule mp was used. For each 
text corpus, three different data sets were examined (3-grams, 4 
grams, and 5-grams) with feature set size varying from 1,000 to 
10,000 with a step of 1,000 n-grams. Table 2 shows the 
performance for both classification approaches on the test set of GA 

 GA GB 
Avg. words per text 866.8 1,148.2 
Authors 10 10 
Texts per author 20 20 
Texts per author in training set 10 10 
Texts per author in test set 10 10 
 
Reported Results (accuracy %) 
Stamatatos, et al., 2000 [18] 72 70 
Peng, et al., 2003 [15] 74 90 
Keselj, et al., 2003 [9] 85 97 
Peng, et al., 2004 [16] - 96 

 
Table 1. The text corpora used in this study and reported accuracy 

results so far. 
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Figure 1. Average amount of non-zero attribute values per thousand of features for the training set of GA (left) and GB (right). Data sets of 3-grams, 
4-grams and 5-grams are depicted. 
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and GB. It is obvious that for GA it is more difficult to discriminate 
between the authors as compared with GB. Moreover, the best 
results for both approaches are much better than the best reported 
results for the same text corpora (see table 1). In more detail, in the 
best case, SVM achieves 94% and 100% classification accuracy for 
GA and GB, respectively, while the learning ensemble achieves 
96% and 100% classification accuracy for GA and GB, 
respectively. 

Notice that the performance of both approaches increases as the 
feature set size increases. Beyond a certain level (around 6,000 n-
grams) the performance is either stabilized or slightly decreased 
(especially in the SVM models for the GB data sets). The ensemble 
model is superior of the SVM model in most cases with feature set 
size greater than 3,000. Therefore, it seems that the ensemble model 
is better able to handle high dimensional feature spaces. 
Additionally, in most cases 3-grams are better able to discriminate 
between the classes for both GA and GB. Recall that the 3-gram 
data sets are sparser beyond 6,000 features in comparison to 4-
grams or 5-grams (see figure 1). Again, the ensemble model is 
superior for the 3-gram data sets and large feature set sizes. This 
indicates that the ensemble model can cope more effectively with 
sparse data. 

4.1 Ensemble Diversity 

A more detailed insight will illustrate why the ensemble model is so 
successful. The base classifiers that constitute the ensemble perform 
quite poorly when examined as individuals. Figure 2 depicts the 
base learner classification accuracy on the test data of GA and GB 
for the 3-gram data set. Random guess accuracy is indicated as 
well. As can be seen, the base classifiers are very poor predictors. 
Moreover, the predictions for GB are constantly more accurate than 
that of GA. 

The key-factor for the success of the ensemble model is the 
extremely high diversity among the predictions of the base 
classifiers. Figure 3 shows the diversity, in terms of entropy, among 
the predictions of base classifiers on the test set of GB. Note that 
since the base classifiers are based on disjoint feature sets, the 
diversity is expected to be high. However, the level of entropy 
depicted in Figure 3 reaches 1.0, which means random error among 
the predictions. In words, the wrong predictions of the base 
classifiers are mutually cancelled. 

Moreover, the diversity of the ensemble reaches its peak value at 
different size of feature set (and subsequently different amount of 
base classifiers), according to the data set. Thus, for the 3-gram data 
set, the diversity reaches its peak value at 5,000 features, while for 

the 4-gram and 5-gram data sets the diversity reaches its peak value 
at 7,000 and 8,000 features, respectively. Similar diversity curves 
can be obtained for the GA data sets. Notice that this decrease in 
diversity for the 3-gram data set of GA reflects in the performance 
of the corresponding ensemble models. Hence, the accuracy of the 
GA 3-gram ensemble model, shown in table 2, is not further 
improved for feature spaces greater than 5,000 features. However, 
despite this decrease in diversity, the classification accuracy does 
not drop (neither for GA nor GB). 

4.2 Limited Training Texts 

The training set size is a crucial factor in author identification 
since, in real world problems there is only a limited number of texts 
of undisputed authorship for each candidate author to be used as 
training data. For that reason, it is of vital importance for the 
classification method to require as limited training data as possible 
while maintaining a high level of accurate predictions on unseen 
cases. 

To test the degree in which the SVM and the ensemble models 
are affected by the training set size, the experiment of the previous 
section was repeated based on reduced training sets. The SVM and 
the ensemble models were applied to both GA and GB using 50% 
(i.e., 5 texts per author) and 20% (i.e., 2 texts per author) of the 
original training sets. Data sets of 3-grams, 4-grams, and 5-grams of 
10,000 features were examined. Table 3 shows the results of this 
experiment. Note that the test sets remain the same, thus, the results 
of Table 3 can be directly compared to Table 2. To illustrate further, 
the last line of table 3 indicates the performance of the models using 
the corresponding full-sized training sets (taken from Table 2). 

In all cases the ensemble model performs better in comparison to 
SVM. In particular, for very limited training sets (20% of the 
original ones) the SVM model fails to maintain the previous 
classification accuracy. Interestingly, the performance of the 
ensemble model is not dramatically affected by reducing the 
training size. Actually, for the 3-gram data set of GB the 
classification accuracy remains at the top level using only 20% of 
the original training set, while for the corresponding GA data set the 
accuracy is competitive to the best reported results (see Table 1). In 
general, it seems that n-grams of short length (i.e., 3-grams) are 
better able to deal with limited training sets. 

5 CONCLUSIONS 

In this paper, an ensemble-based approach to the task of author 
identification was presented. Each text is represented as a vector of 

GA GB 
3-grams 4-grams 5-grams 3-grams 4-grams 5-grams 

Feat. 
set 
size SVM Ens. SVM Ens. SVM Ens. SVM Ens. SVM Ens. SVM Ens. 

1,000 81 80 80 77 68 68 96 96 93 96 94 94 
2,000 83 79 77 76 73 73 98 96 95 95 96 94 
3,000 86 86 82 79 83 81 98 99 98 96 97 97 
4,000 90 95 86 83 85 85 99 99 100 99 100 100 
5,000 89 94 87 87 85 85 99 100 100 100 98 100 
6,000 92 96 91 93 87 89 98 99 100 100 99 100 
7,000 92 96 92 93 89 92 99 100 99 100 99 99 
8,000 92 96 92 92 92 90 99 100 98 100 98 99 
9,000 92 96 93 93 91 92 98 100 97 100 97 99 
10,000 92 96 94 94 91 93 98 100 96 100 97 99 

 
Table 2. Performance results on test set of both GA and GB for the support vector classifier and the learning ensemble. Classification accuracy 

(%) is indicated for different feature set size (amount of character n-grams) and types of features (3-grams, 4-grams, and 5-grams). Best 
achieved results are in boldface. 
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frequencies of character n-grams. Such features require minimal 
text preprocessing and their extraction is a language-independent 
procedure. The ensemble-based approach of exhaustive disjoint 
subspacing was followed in order to handle such highly 
dimensional and sparse data. The application of this technique to 
two benchmark text corpora for author identification yields 
classification models with high accuracy, signifi cantly higher than 
the best reported results for the same text corpora. First, this proves 
that character n-grams can successfully represent an author’s style. 
Second, it demonstrates that the examined classification model can 
effectively cope with the author identification task.  

The ensemble model proves to be significantly reliable when 
dealing with limited training set, a condition usually met in real-
world author identification problems. Note also that the proposed 
technique does not require the use of a validation set for parameter 
tuning, minimizing the need for extra training texts. The success of 
the ensemble model is explained by the extremely high diversity 
among the predictions of the base classifiers. Previous studies have 
also shown that diversity alone can be used as a guide for 
constructing good ensembles [22]. The approach followed in this 
study ensures an extremely high level of diversity. 

Special attention was paid on the combination of the predictions 
provided by the base classifiers. A scheme that combines the 
arithmetic and geometric mean is proposed. This scheme chooses 
the most likely class based on a compromise between high scores 
and low scores assigned to a class. The examined ensemble model 
is based on feature subsets of minimal length (m=2). This approach 
yields the highest number of base classifiers and provides the best 
experimental results. Moreover, it minimizes the effort to group 
features together in order to form feature subsets. Note that 

preliminary experiments with different subset lengths (m>2) 
indicated that the lower the feature subset length, the better (and 
more stable) the performance of the ensemble model.  

In this study, features are paired at random. It has to be noted 
that repeated experiments with randomly paired features showed 
that the difference in performance is not statistically significant for 
feature sets including at least 3,000 features. However, a more 
sophisticated approach involving a search through the space of all 
the possible feature combinations [14] can also be examined. On 
the other hand, such an approach would require a validation set and 
a considerably greater training time cost. 

As concerns the task of author identification, there are still open 
questions. In particular, limited text-length and imbalanced training 
set (i.e., unequal distribution of training texts over the authors) can 
affect the performance of the model. Moreover, open-class 
problems (i.e., the true author is not included in the candidate 
authors), another situation usually met in real-world problems, 
should be thoroughly examined as well. 
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Abstract. This paper presents a robust method for the construction

of collection-specific document models. These document models are

variants of the well-known vector space model, which relies on a pro-

cess of selecting, modifying, and weighting index terms with respect

to a given document collection. We improve the step of index term

selection by applying statistical methods for concept identification.

This approach is particularly suited for post-retrieval categorization

and retrieval tasks in closed collections, which is typical for intranet

search.

We compare our approach to “enriched” vector-space-based doc-

ument models that employ knowledge of the underlying language in

the form of external semantic concepts. Primary objective is to quan-

tify the impact of a purely syntactic analysis in contrast to a semantic

enrichment in the index construction step. As a by-product we pro-

vide an efficient and language-independent means for vector space

model construction, whereas the resulting document models perform

better than the standard vector space model.

Keywords vector space model, concept identification, semantic con-

cepts, text categorization, evaluation measures

1 INTRODUCTION

Each text retrieval task that is automated by a computer relies on

some kind of document model, which is an abstraction of the origi-

nal document d. The document model must be tailored well with re-

spect to the retrieval task in question: It determines the quality of the

analysis, and—diametrically opposed—its computational complex-

ity. Though its obvious simplicity the vector space model has shown

great success in many text retrieval tasks [11; 12; 16; 15], and, the

analysis of this paper uses this model as its starting point.

The standard vector space model abstracts a document d toward a

vector d of weighted index terms. Each term t that is included in d

derives from a term τ ∈ d by affix removal, which is necessary to

map morphological variants of τ onto the same stem t. The respec-

tive term weights in d account for the different discriminative power

of the original terms in d and are computed according to some fre-

quency scheme. The main application of the vector space model is

document similarity computation.

In this paper we focus on the index construction step and, in par-

ticular, on index term selection. Other concepts of the vector space

model, such as the term weighting scheme or its disregard of word

order are adopted.

1 Faculty of Media, Media Systems.
Bauhaus University Weimar, 99421 Weimar, Germany
{benno.stein | sven.meyer-zu-eissen}@medien.uni-weimar.de

2 Faculty of Computer Science.
Paderborn University, 33098 Paderborn, Germany

1.1 A Note on Semantics

We classify an index construction method as being semantic if it re-

lies on additional domain knowledge, or if it exploits external in-

formation sources by means of some inference procedure, or both.

Short documents may be similar to each other from the (semantic)

viewpoint of a human reader, while the related instances of the vec-

tor space model do not reflect this fact because of the different words

used. Index term enrichment can account for this by adding synony-

mous terms, hypernyms, hyponyms, or co-occurring terms [7].

Semantic approaches are oriented at the human understanding of

language and text, and, as given in the case of ontological index term

enrichment, they are computationally efficient. However, the appli-

cation of the semantic approaches is problematic, if, for instance,

the document language is unknown or if a document combines pas-

sages from several languages. Moreover, there are situations where

semantic approaches can even impair the retrieval quality: Consider

a document collection with specialized texts, then ontological index

term enrichment will move the specific character of a text toward

a more general understanding. As a consequence, the similarity of

highly specialized text is diluted in favor of less specialized text—

which compares to the effect of adding noise.

1.2 Contributions

We investigate variants of the vector space model with respect to

their classification performance. Starting point is the standard vector

space model where the step of index term selection is improved by a

syntactic approach for concept identification; the resulting model is

compared to semantically enriched vector space models. The syntac-

tic concept identification approach is based on a collection-specific

suffix tree analysis. In a nutshell, the paper’s underlying question

may be summarized as follows:

Can syntactically determined concepts keep up with a

semantically motivated index term enrichment?

To answer this question we have set up a number of text catego-

rization experiments with different clustering algorithms. Since these

algorithms are susceptible to various side effects, we will also present

results that rely on an objective similarity assessment statistic: the

measure of expected density, ρ. Perhaps the most interesting result

may be anticipated: The positive effect of semantic index term en-

richment, which has been reported by some authors in the past, could

hardly be observed in our comprehensive analysis.

The remainder of the paper is organized as follows. Section 2

presents a taxonomy of index construction methods and outlines

commonly used technology, and Section 3 reports on similarity anal-

ysis and unsupervised classification experiments.
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2 INDEX CONSTRUCTION
FOR DOCUMENT MODELS

This section organizes the current practice of index construction for

vector space models. In particular, we review the concept of a doc-

ument model and propose a classification scheme for both popular

and specialized index construction principles.

A document d can be viewed under different aspects: layout, struc-

tural or logical setup, and semantics. A computer representation d of

d may capture different portions of theses aspects. Note that d is

designed purposefully, with respect to the structure of a formalized

query, q, and also with having a particular retrieval model in mind. A

retrieval model, R, provides the linguistic rationale for the model for-

mation process behind the mapping d 7→ d. This mapping involves

an inevitable simplification of d that should be

1. quantifiable,

2. useful with respect to the information need, and

3. tailored to q, the formalized query.

The retrieval model R gives answers to these points, be it theo-

retically or empirically, and provides a concrete means, ρ(q,d), for

quantifying the relevance between a formalized query q and a docu-

ment’s computer representation d. Note that ρ(q,d) is often speci-

fied in the form of a similarity measure ϕ.

Together, the computer representation d along with the underlying

retrieval model R form the document model; Figure 2 illustrates the

connections.

Let D be a document collection and let T be the set of all terms

that occur in D. The vector space model d of a document d is a vec-

tor of |T | weights, each of which quantifying the “importance” of

some index term in T with respect to d.3 This quantification must

be seen against the background that one is interested in a similarity

function ϕ that maps from the vectors d1 and d2 of two documents

d1, d2 into the interval [0; 1] and that has the following property:

If ϕ(d1,d2) is close to 1 then the documents d1 and d2 are similar;

likewise, a value close to zero indicates a high dissimilarity. Note that

document models and similarity functions determine each other: The

vector space model and its variants are amenable to the cosine simi-

larity (= normalized dot product) in first place, but can also be used

in connection with Euclidean distance, overlap measures, or other

distance concepts.

Under the vector space paradigm the document model construc-

tion process is determined in two dimensions: index construction and

weight computation. In the following we will concentrate on the for-

mer dimension since this paper contributes right here. We have clas-

3 Note that, in effect, the vector space model is a computer representation
of a the textual content of a document. However, in the literature the term
“vector space model” is also understood as a retrieval model with a certain
kind of relevance computation.
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linguistic theory and is operationalized by a retrieval model R.

sified the index construction principles for vector space models in

four main classes, which are shown in Figure 1.

Index Term Selection. Selection methods further divide into inclu-

sion and exclusion methods. An important exclusion method is stop-

word removal: Common words, such as prepositions or conjunctions,

introduce noise and provide no discriminating similarity information;

they are usually discarded from the index set. However, there are spe-

cial purpose models (e. g. for text genre identification) that rely on

stopword features [13; 9].

The standard vector space model does not apply an inclusion

method but simply takes the entire set T without stopwords. More

advanced vector space models use also n-grams, i. e., continuous se-

quences of n words, n ≤ 4, which occur in the documents of D.

Since the usage of n-grams entails the risk of introducing noise, not

all n-grams should be added but threshold-based selection methods

be applied, which rely on the information gain or a similar statis-

tic [6].

Index Term Modification. Most term modification methods aim at

generalization. A common problem in this connection is the map-

ping of morphologically different words that embody the same con-

cept onto the same index term. So-called stemming algorithms apply

here; their goal is to find canonical forms for inflected or derived

words, e. g. for declined nouns or conjugated verbs. Since the “unifi-

cation” of words with respect to gender, number, time, and case is a

language-specific issue, rule-based stemming algorithms require the

development of specialized rule sets for each language. Recall that

Index construction principle

Index term selection

Index term modification

Index term enrichment

Index transformation

Stemming

Example for technology:

Co-occurrence analysis

Addition of synonym sets

Singular value decomposition

Inclusion methods

Exclusion methods Stopword removal

Figure 1. A taxonomy of index construction principles for vector space models.



49

the application of language-specific rule sets requires the problem of

language detection both in unilingual and multilingual documents to

be solved.

Index Term Enrichment. We classify a method as term enrich-

ing, if it introduces terms not found in T . By nature, meaning-

ful index term enrichment must be semantically motivated and ex-

ploit linguistic knowledge. A standard approach is the—possibly

transitive—extension of T by synonyms, hypernyms, hyponyms, and

co-occurring terms. The extension shall alleviate the problem of dif-

ferent writing styles, or of vocabulary variations observed in very

small document snippets as they are returned from search engines.

Note that these methods are not employed to address the problem

of polysemy, since the required in-depth analysis of the term context

is computationally too expensive for many similarity search applica-

tions.

Index Transformation. In contrast to the construction methods men-

tioned before, transformation methods operate on all document vec-

tors of a collection D at the same time by analyzing the term-

document matrix, A. A popular index transformation method is latent

semantic indexing (LSI), which uses a singular value decomposition

of A in order to improve query rankings and similarity computations

[2; 1; 8]. For this purpose, the document vectors are projected into

a low-dimensional space that is spanned by the eigenvectors that be-

long to the largest singular values of the decomposition of A.

2.1 Discussion

Index terms that consist of a single word can be found by a skillful

analysis of prefix frequency and prefix length. This idea can be ex-

tended to the identification of compound word concepts in written

text. If continuous sequences of n words occur significantly often,

then it is likely that these words form a concept. Put another way,

concept detection reduces to the identification of frequent n-grams.

n-grams as a replacement for index term enrichment has been an-

alyzed by several authors in the past, with moderate success only [6].

We explain the disappointing results with noise effects, which dom-

inate the positive impact of few additional concepts: Most authors

apply a strategy of “complete extension”; i. e., they add all 2-grams

and 3-grams to the index vector. However, when analyzing the fre-

quency distribution of n-grams, it becomes clear that only a small

fraction of all compound word sequences is statistically relevant.

The advantages of syntactical (statistical) methods for index con-

struction can be summarized as follows:

1. language independence

2. robustness with respect to multi-lingual documents

3. tailored indexes for retrieval tasks on closed collections

An obvious disadvantage may be the necessary statistical mass:

Syntactical index construction cannot work if only few, very small

document snippets are involved. This problem is also investigated

in the next section, where the development of the index quality is

compared against the underlying collection size.

As an aside, statistical stemming and the detection of compound

word concepts are essentially the same—the level of granularity

makes the difference: Stemming means frequency analysis at the

level of characters; likewise, the identification of concepts means fre-

quency analysis at the level of words.

3 ANALYSIS OF
ENRICHED VECTOR SPACE MODELS

Existing reports on the impact of index term selection and index term

enrichment are contradictory [4; 5; 7], and not all of the published

performance improvements could be reproduced [6]. Most of this

research analyzes the effects of a modified vector space model on

typical information retrieval tasks, such as document clustering or

query answering.

Note that clustering results that have been obtained by employing

the same cluster algorithm under different document models may

tell us two things: (i) whether one document model captures more

of the “gist” of the original document d than another model, and,

(ii) whether the cluster algorithm is able to take advantage of this

added value.

A cluster algorithm’s performance depends on various parameters,

such as the cluster number, its randomized start configuration, or pre-

set similarity thresholds, etc., which renders a comparison difficult.

Moreover, there is the prevalently observed effect that different clus-

ter algorithms behave differently sensitive to document model “im-

provements”. From an analysis point of view the following questions

arise:

1. Which cluster algorithm shall define the baseline for a comparison

(the best for the dataset, the most commonly used, the simplest)?

2. Given several clustering results obtained by the same cluster algo-

rithm, which result can be regarded as meaningful (the best, the

worst, the average)?

Especially to the second point less attention is paid in cur-

rent research: Common practice is to select the best result com-

pared to a given reference classification, e. g. by maximizing the F -

Measure value—ignoring that such a combined usage of unsuper-

vised/supervised methods is far away from reality.4

An objective way to rank different document models is to compare

their ability to capture the intrinsic similarity relations of a given col-

lection D. Basic idea is the construction of a similarity graph, mea-

suring its conformance to a reference classification, and analyzing

the improvement or decline of this conformance under some docu-

ment model. Exactly this is operationalized in form of the ρ-measure

that is introduced below; it enables one to evaluate differences in the

similarity concepts of alternative document models without being de-

pendent on a cluster algorithm.5

Hence, the performance analyses presented in this section com-

prise two types of analyses: (i) Experiments that, based on ρ, quantify

objective improvements or declines of a document model, (ii) exper-

iments that, based on the F -Measure, quantify the effects of a docu-

ment model onto different cluster algorithms.

3.1 A Measure of Expected Density: ρ

As before let D = {d1, . . . , dn} be a document collection whose

corresponding computer representations are denoted as d1, . . . ,dn.

A similarity graph G = 〈V, E, ϕ〉 for D is a graph where a node in

V represents a document and an edge (di, dj) ∈ E is weighted with

the similarity ϕ(di,dj).

A graph G = 〈V, E, w〉 is called sparse if |E| = O(|V |); it

is called dense if |E| = O(|V |2). Put another way, we can com-

pute the density θ of a graph from the equation |E| = |V |θ . With

4 This issue is addressed in [14].
5 The ρ-measure was originally introduced in [14], as an alternative for the

Davies-Bouldin-Index and the Dunn-Index, in order to evaluate the quality
of cluster algorithms for text retrieval applications.
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Figure 3. Comparison of the standard vector space model, two semantically enriched models (synonym, hypernym), and a vector space model with syntac-

tically identified concepts (n-gram) in two languages: The left-hand graph illustrates the development of ρ depending on the collection size for an English
document collection; the right-hand graph compares the n-gram vector space model to the standard model for a German document collection.

w(G) := |V | +
∑

e∈E
w(e), this relation extends naturally to

weighted graphs:6

w(G) = |V |θ ⇔ θ =
ln

(

w(G)
)

ln
(

|V |
)

Obviously, θ can be used to compare the density of each induced

subgraph G′ = 〈V ′, E′, w′〉 of G to the density of G: G′ is sparse

(dense) compared to G if the quotient w(G′)/(|V ′|θ) is smaller

(larger) than 1. This consideration provides a key to quantify a doc-

ument model’s ability to capture the intrinsic similarity relations of

G, and hence, of the underlying collection.

Let C = {C1, . . . , Ck} be an exclusive categorization of D in k
distinct categories, that is to say, Ci, Cj ⊆ D with Ci ∩ Cj = ∅
and ∪k

i=1Ci = D, and let Gi = 〈Vi, Ei, ϕ〉 be the induced subgraph

of G with respect to category Ci. Then the expected density of C is

defined as follows.

ρ(C) =

k
∑

i=1

|Vi|

|V |
·
w(Gi)

|Vi|θ
, where |V |θ = w(G)

Since the edge weights resemble the similarity of the documents

associated with V , a higher value of ρ indicates a better modeling of

a collection’s similarity relations.

3.2 Syntax versus Semantics:
Variants of the Vector Space Model

Aside from the standard vector space model our analysis compares

the following three vector space model variants:

1. Syntactic Term Selection. Within this variant the index term selec-

tion step also considers syntactically identified concepts, i. e., 2-

grams, 3-grams, and 4-grams. To identify the significant n-grams

the document collection D is inserted into a suffix tree and a sta-

tistical successor variety analysis is applied. The operationalized

principle behind this analysis is the peak-and-plateau method [5],

for which we have developed a refinement in our working group.

6 w(G) denotes the total edge weight of G plus the number of nodes, |V |,
which serves as adjustment term for graphs with edge weights in [0; 1].

2. Semantic Synonym Enrichment. Within this variant of semantic

term enrichment the so-called synsets from Wordnet for nouns are

added [3]; this procedure has been reported to work well for cate-

gorization tasks [7]. Note that adding synonyms to all index terms

of a document vector will introduce a lot of noise, and hence only

the top-ranked 10% of the index terms (respecting the employed

term weighting scheme) are selected for enrichment.

3. Semantic Hypernym Enrichment. This variant of semantic term

enrichment relies also on Wordnet: a sequence of up to four con-

secutive hypernyms is substituted for each noun. The rationale

is as follows. Documents dealing with closely related—but still

different—topics often contain terms which derive from a single

hypernym representing their common category. The enrichment

proposed here yields a stronger similarity between such docu-

ments without generalizing too much.

Index term weighting of both unigrams and n-grams follows the

tf · idf -scheme; stopwords are not indexed and unigram stemming is

done according to Porter’s algorithm.

Discussion. The resulting graphs in Figure 3 as well as the compar-

ison in Table 1 show that the syntactic approach outperforms both

semantic approaches. From the semantic variants only the semantic

hypernym enrichment is above the baseline; note that this happens

even if a large number synsets is added. We explain the results as

follows: Index terms with a high term weight typically belong to a

special vocabulary, and, from a semantic point of view, they are used

deliberately so that adding their synsets will tend to decrease their

importance. Likewise, adding the synsets of low-weighted terms has

no effect other than adding noise since the importance of these terms

will be increased without a true rationale.

Vector space model variant F -min F -max F -av.

(sample size 1000, 10 categories)

standard vector space model —baseline—
synonym enrichment -8% +4% -2%
hypernym enrichment +5% +12% +3%
n-gram index term selection +15% +6% +8%

Table 1. The table shows the improvements of the averaged F -Measure val-

ues that were achieved with the cluster algorithms k-means and MajorClust
for the investigated variants of the vector space model.
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3.3 Test Corpus and Sample Formation

Experiments have been conducted with samples from RCV1, a short

hand for “Reuters Corpus Volume 1” [10], as well as with documents

from German newsgroup postings.

RCV1 is a document collection that was published by the Reuters

Corporation for research purposes. It contains more than 800,000

documents each of which consisting of a few hundred up to several

thousands words. The documents are tagged with meta information

like category (also called topic), geographic region, or industry sec-

tor. There are 103 different categories, which are arranged within

a hierarchy of the four top level categories “Government, Social”,

“Economics”, “Markets”, and “Corporate, Industrial”. Each of the

top level categories defines the root of a tree of sub-categories, where

each child node fine grains the information given by its parent. Note

that a document d can be assigned to several categories c1, . . . , cp,

and that d does also belong to all ancestor categories of some cate-

gory ci.

Within our experiments two documents di, dj are considered to

belong to the same category if they share the same top level category

ct and the same most specific category cs. Moreover, the test sets are

constructed in such a way that there is no document di whose most

specific category cs is an ancestor of the most specific category of

some other document dj .

The samples were formed as follows: For the analysis of the in-

trinsic similarity relations based on ρ, the sample sizes ranged from

200 to 1000 documents taken from 5 categories. For the analysis of

the categorization experiments, based on cluster algorithms and eval-

uated with the F -Measure, the sample sizes were 1000 documents

taken from 10 categories.7

...
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Economics


Government, Social


Markets


Performance


Insolvency,

Liquidity


Account,

Earnings


Comment,

Forecasts
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Figure 4. Category organization of the RCV1 corpus showing the four top

level categories from which “Corporate, Industrial” is further refined.

4 SUMMARY

This paper provided a comparison of syntactical and semantic meth-

ods for the construction of vector space models; the special focus

was index term selection. Interestingly, little attention has been paid

to the mentioned syntactical methods in connection with text retrieval

tasks. Following results of our paper shall be emphasized:

• With syntactically identified concepts significant improvements

can be achieved for categorization tasks.

• The benefit of semantic term enrichment is generally overesti-

mated.

• The ρ-measure provides an “algorithm-neutral” approach to ana-

lyze the similarity knowledge contained in document models.

7 To make our analysis results reproducible for other researchers, meta infor-
mation files that describe the compiled test collections have been recorded;
they are available upon request.

Note that the last point may be interesting to develop accepted

benchmarks to compare research efforts related to document models

or similarity measures.

Though syntactical analyses must not be seen as a cure-all for the

index construction of vector space models, they provide advantages

over semantic methods, such as language independence, robustness,

and tailored index sets. With respect to several retrieval tasks they

can keep up with semantic methods—however, our results give no

room for an over-simplification: Both paradigms have the potential

to outperform the other.
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Challenges in Extracting Terminology from 

Modern Greek Texts 
 

Aristomenis Thanopoulos and Katia Kermanidis and Nikos Fakotakis1

 
Abstract. This paper describes the automatic extraction of 
economic terminology from Modern Greek texts as a first step 
towards creating an ontological thesaurus of economic concepts. 
Unlike previous approaches, the domain-specific corpus utilized is 
varying in genre, and therefore rich in vocabulary and linguistic 
structure, while the pre-processing level is relatively low (basic 
morphological tagging, the detection of elementary, non-
overlapping chunks) and fully automatic. The idiosyncratic 
properties of Modern Greek noun phrases are taken into account: 
the freedom in word ordering, the richness in morphology. Also, 
the peculiarity of the available corpora is dealt with: the large size 
of the economic compared to the balanced corpus. A combination 
of statistical filters (relative frequency ratios and log likelihood) 
and smoothing is employed in order to deal with the afore-
mentioned challenges when filtering out non-terms.

1 INTRODUCTION 

Terms are the linguistic expression of concepts. Domain-specific 

terms capture the knowledge of a given domain and reflect it in the 

form of words that are commonly acceptable by the members of 

the domain community, enabling the latter to interact and exchange 

information. In contrast to the use of static dictionaries, acquiring 

terminology automatically from domain texts leads to a list of 

extracted terms that may be dynamically updated and ranked 

according to usage. Term extraction is a first step towards 

acquiring a domain ontology. An ontology is a thesaurus that 

provides the relationships among the terms, and sorts them in a 

hierarchical structure, based on their semantic specificity and their 

properties. 

 Several methods have been employed for the extraction of 

domain terms. Regarding the linguistic pre-processing of the text 

corpora, approaches vary from simple tokenization and part-of-

speech tagging ([1],[2]), to the use of  shallow parsers and higher-

level linguistic processors ([4],[8]). The latter aim at identifying 

syntactic patterns, like noun phrases, and their structure (e.g. head-

modifier), in order to rule out tokens that are grammatically 

impossible to constitute terms (e.g. adverbs, verbs, pronouns, 

articles, etc). 

 Regarding the statistical filters, that have been employed in 

previous work to filter out non-terms , they also vary. Using corpus 

comparison, the techniques try to identify words/phrases that 

present a different statistical behavior in the corpus of the target 

domain, compared to their behavior in the rest of the corpora. Such 

words/phrases are considered to be terms of the domain in 

question. In the most simple case, the observed frequencies of the 

candidate terms are compared ([1]). Kilgarriff in [6] experiments 

                                                 
1 Wire Communications Laboratory, University of Patras, Greece. Email: 

{aristom, kerman, fakotaki}@wcl.ee.upatras.gr 

with various other metrics, like the 
� 2 score, the t-test, mutual 

information, the Mann-Whitney rank test, the Log Likelihood, 

Fisher�s exact test and the TF.IDF (term frequency-inverse 

document frequency). Frantzi et al. in [2] present a metric that 

combines statistical (frequencies of compound terms and their 

nested sub-terms) and linguistic (context words are assigned a 

weight of importance) information.  

 In this paper we present the first phase of the ongoing work 

towards the creation of an ontology hierarchy of economic 

concepts. This phase includes the extraction of economic terms 

automatically from a Modern Greek phrase-analyzed corpus by 

corpora comparison in combination to applying a threshold to the 

relative frequency ratios.  

 An important aspect of the present approach is the stylistic 

nature of the domain-specific (economic) corpus. In most of the 

previous work, the domain corpus is to a large extent restricted in 

the vocabulary it contains and in the variety of syntactic structures 

it presents. Our economic corpus does not consist of syntactically 

standardized taglines of economic news. On the contrary, it 

presents a very rich variety in vocabulary, syntactic formulations, 

idiomatic expressions, sentence length, making the process of term 

extraction an interesting challenge.  

 In addition to this, the employed pre-processing tools (shallow 

phrase chunker) make use of limited resources (see section 2.2) 

and the question arises whether the resulting low-level information 

is sufficient to deal with the linguistic complexity of the corpus.

 Another challenge that has been faced by the present work is the 

language itself. In Modern Greek the ordering of the constituents 

of a sentence or a phrase is loose and determined primarily by the 

rich morphology. As a result, the extraction of compound terms, as 

well as the identification of nested terms, are not straightforward 

and cannot be treated as cases of simple string concatenation, as in 

English. Section 2.3 describes an approach for extracting the 

counts of candidate terms, which takes into account the freedom in 

word ordering.   

 Finally, a peculiar trait of the current work is the corpora that 

are available to us. While the economic corpus is sufficiently large, 

the balanced corpus is relatively small. As a result, the terms 

(especially bi-grams) that occur in both corpora are few, while 

many valid terms appear in the domain specific corpus alone. This 

makes it impossible to use the traditional methodology of corpora 

comparison alone (that presupposes the appearance of a candidate 

term in both corpora) in order to filter out non-terms. A smoothing 

technique is applied to overcome this problem, which is described 

in section 3.     
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2 LINGUISTIC PROCESSING 

A set of linguistic processing tools have been employed in order to 

parse the textual corpora. The first goal is to detect nouns (e.g. 
� �������	��
  - bank), nominal compounds (
���
������  � �	��
���
�� ���  - capital 

increase) and named entities ( � �������	��
  �����   �!����"����  - Bank of 

Greece). All the above structures appear in the noun and 

prepositional phrases in a sentence. These types of phrases need to 

be detected, non-content words that appear in them have to be 

disregarded, and the candidate economic terms need to be formed. 

This process is described in detail in the rest of this section.  

 

2.1 Modern Greek 
 

Regarding the properties of the language that are strongly related to 

the current task, it has to be taken into account that Modern Greek 

is highly inflectional. The rich morphology allows for a larger 

degree of freedom in the ordering of the constituents of a phrase 

(headword and modifiers), compared to other languages such as 

English or German. More specifically, modifiers like adjectives, 

numerals and pronouns may precede or follow the head noun. 

 Another common property of noun phrases is the presence of 

nominal modifiers in the genitive case that denote possession, 

quality, quantity or origin. They are nouns and usually follow the 

head noun they modify.  

 The following two examples show the afore-mentioned 

freedom. The two phrases have exactly the same meaning (bank 

account). The first phrase is an adjective-noun construction, while 

the second is a noun-genitive modifier construction. 

 #�$�%�&�'�(�) *�+�,  -/.�0 %�$�) %�132�+�,    bank[ADJECTIVE] account[NOUN] 

 

-/./0 %�$�) %�1�2�+�,  #�$�4�&�'�(�%�,     account[NOUN] bank[NOUN-GENITIVE]

 

2.2 Corpora and processing tools 
 
The corpora used in our experiments were:  

 1. The ILSP/ELEFTHEROTYPIA ([3]) and ESPRIT 860 ([9]) 

Corpora (a total of 300,000 words). Both these corpora are 

balanced and manually annotated with complete morphological 

information. Further (phrase structure) information is obtained 

automatically. 

 2. The DELOS Corpus, [5], is a collection of economic domain 

texts of approximately five million words and of varying genre. It 

has been automatically annotated from the ground up. 

Morphological tagging on DELOS was performed by the analyzer 

of [10]. Accuracy in part-of-speech and case tagging reaches 98% 

and 94% accuracy respectively. Further (phrase structure) 

information is again obtained automatically. 

 All of the above corpora (including DELOS) are collections of 

newspaper and journal articles. More specifically, regarding 

DELOS, the collection consists of texts taken from the financial 

newspaper EXPRESS, reports from the Foundation for Economic 

and Industrial Research, research papers from the Athens 

University of Economics and several reports from the Bank of 

Greece. The documents are of varying genre like press reportage, 

news, articles, interviews and scientific studies and cover all the 

basic areas of the economic domain, i.e. microeconomics, 

macroeconomics, international economics, finance, business 

administration, economic history, economic law, public economics 

etc.  Therefore, it presents a richness in vocabulary, in linguistic 

structure, in the use of idiomatic expressions and colloquialisms, 

which is not encountered in the highly domain- and language-

restricted texts used normally for term extraction (e.g. medical 

records, technical articles, tourist site descriptions). To indicate the 

linguistic complexity of the corpus, we mention that the length of 

noun phrases varies from 1 to 53 word tokens. 

 All the corpora have been phrase-analyzed by the chunker 

described in detail in [11]. Noun, verb, prepositional, adverbial 

phrases and conjunctions are detected via multi-pass parsing. From 

the above phrases, noun and prepositional phrases only are taken 

into account for the present task, as they are the only types of 

phrases that may include terms. Regarding the phrases of interest, 

precision and recall reach 85.6% and 94.5% for noun phrases, and 

99.1% and 93.9% for prepositional phrases respectively. The 

robustness of the chunker and its independence on extravagant 

information makes it suitable to deal with a style-varying and 

complicated in linguistic structure corpus like DELOS.  

 It should be noted that phrases are non-overlapping. Embedded 

phrased are flatly split into distinct phrases. Nominal modifiers in 

the genitive case are included in the same phrase with the noun 

they modify; nouns joined by a coordinating conjunction are 

grouped into one phrase. The chunker identifies basic phrase 

constructions during the first passes (e.g. adjective-nouns, article 

nouns), and combines smaller phrases into longer ones in later 

passes (e.g. coordination, inclusion of genitive modifiers, 

compound phrases). As a result, named entities, proper nouns, 

compound nominal constructions are identified during chunking 

among the rest of the noun phrases.  

 The most significant sources of error during the automatic 

chunking process, which also affect the performance of the term 

extraction process, are:  

 

1. Excessive phrase cut-up, usually due to erroneous part-of-speech 

tagging of a word (the word ����5����	�  - full - in the following 

example is erroneously tagged as a noun and not as an adjective) 

 

NP[To ���!5������ ] NP[� ��� 67�	89�  �����  
�8!
 � ��� 89:;���/� ]   instead of 
 

NP[To ���!5	���	�  � �	� 6���8!�  �����  
�89
 � �/� 8!:<���/� ] 
 

(NP[the full text of the announcement]) 
 

2. Erroneous NP tagging (unidentifiable adverbs, like = 89��:<�  � in 

fact � in the following example, are marked as nouns) 

 

NP[= 8!�>:<� ]  instead of  ADV[ = 89��:;� ] 
 

 In order to detect simple phrases inside larger coordination 

constructions, we applied the following simple empirical grammar 

to every noun and prepositional phrase extracted by the chunker. 

The grammar, which directly identifies conjunctive expressions 

and produces a list of simple noun phrases, employs the following 

rules: 

phrase conjunction phrase

phrase comma conjunctive_phraseconjunctive_phrase:

conjunctive_phrase:

 
 

Figure 1.  The rules for splitting coordinated phrases. 

 
2.3 Candidate terms 
 

As mentioned before, the noun and prepositional phrases of the 

two corpora are selected, as only these phrases are likely to contain 
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terms. Words of no semantic content (i.e. introductory articles, 

adverbs, prepositions, punctuation marks and symbols) are 

removed from the phrases. 

 Coordination schemes are detected within the phrases, and the 

latter are split into smaller phrases respectively according to the 

grammar depicted in Figure 1. The occurrences of words and N-

grams, pure as well as nested, are counted. Longer candidate terms 

are split into smaller units (tri-grams into bi-grams and uni-grams, 

bi-grams into uni-grams).  

 Regarding the bi-grams, in order to overcome the freedom in 

the word ordering, as discussed in section 2.1, we considered bi-

gram A B (A and B being the two lemmata forming the bi-gram) to 

be identical to bi-gram B A, if the bi-gram is not a named entity. 

Their joint count in the corpora is calculated and taken into 

account. The resulting uni-grams and bi-grams are the candidate 

terms. The candidate term counts in the corpora are then used in 

the statistical filters described in the next section.  

 Figure 2 shows the count calculation for the nested candidate 

terms. The two tri-grams, A B C and B C D occur in a corpus three 

and four times respectively. The accumulative counts of the nested 

terms are shown in parentheses.  

 

A B C (3) C B D (4)

A B (3) B C (3) C B (4) B D (4)

B C (3+4)

A (3) B (3) B (4)C (3) C (4) D (4)

A (4) B (4+3) D (4)C (3+4)  
 

Figure 2.  Calculation of n-gram frequencies, given the phrase-chunked 

corpus. The finally extracted n-gram frequencies are indicated in bold.  

3 TERM FILTERING 

In this section we describe the statistical filters that have been used 

to filter out non-terms. With D we denote Delos and with B the 

balanced corpus.  As a first step, the occurrences of each candidate 

term w (cw(D) and cw(B)) are counted in the two corpora separately. 

A particularity of the present work is that, unlike in most 

previous approaches to term extraction, the domain-specific corpus 

available to us is quite large compared to the balanced corpus. As a 

result, several terms that appear in DELOS do not appear in the 

balanced corpus, making it impossible for the LLR statistic to 

detect them. In other words, these terms cannot be identified by 

traditional corpora comparison.  

In order to deal with this phenomenon, we applied a smoothing 

technique to take into account terms that do not appear in the 

balanced corpus. More specifically, we applied Lidstone�s law 

([7]) to our candidate terms, i.e. we augmented each candidate term 

count by a value of - =0.5 in both corpora. Thereby, terms that 

actually do not appear in the balanced corpus at all, end up having 

cw(B)=0.5.This value was chosen for -  because, due to the small 

size of the balanced corpus, the probability of coming across a 

previously unseen word is significant.  

Filtering was then performed in two stages: First the relative 

frequencies are calculated for each candidate term w, as 

 

 RFw=fw(D)/fw(B), (1) 

 fw(D)= cw(D)/N (2) 

 fw(B)= cw(B)/M (3) 

 

N and M denote the counts of all candidate terms in D and B 

respectively. 

In the next step, for those candidate terms that present an 

RFw>1, LLR is calculated (according to the formula of [6]) as  

 

LLRw = 2�(cw(D)�log(cw(D)) + cw(B)�log(cw(B)) +  

(N�cw(D))�log(N�cw(D)) + (M�cw(B))�log(M�cw(B)) � 

(cw(D)+cw(B))�log(cw(D)+cw(B)) � M�logM � NlogN � 

(N+M�cw(D)�cw(B))�log(N+M�cw(D)�cw(B)) + 

(N+M)�log(N+M) ) 

(4) 

 

The LLR metric detects how surprising (or not) it is for a 

candidate term to appear in DELOS or in the balanced corpus 

(compared to its expected appearance count), and therefore 

constitute an economic domain term (or not). Unlike other statistics 

(like the 
� 2 and mutual information), it is an accurate measure even 

for rare candidate terms, and for this reason it was selected for the 

present task. It is asymptotically 
� 2 distributed. So, for one degree 

of freedom, candidate terms that present an LLR value greater than 

7.88 (critical value) can be considered as valid terms with a 

confidence level of 0.005.  

4 EXPERIMENTAL RESULTS 

The final list of extracted terms was evaluated by a group of three 

experts in economics and finance. The evaluators were in constant 

contact to agree upon ambiguous cases of terms. The most 

important factor for this ambiguity is the lack of context 

information, especially for uni-grams. In other words, there are 

several cases of words that may or may not be economic terms 

depending on the context in which they appear.  

Table 1 lists a window from the list of the candidate terms, 

selected by chance. Their counts in both corpora are also shown 

(original counts, prior to smoothing), along with their RF value, 

and the tags that were given to them by the experts. These are 

terms with either RF<<1 or RF >>1, i.e. terms that present a 

significant difference between their frequencies in the two corpora, 

and so they vary from strongly economic (e.g. tax-related) to non-

economic (island). 

As the LLR threshold value decreases (the N-best number 

increases), the number of non-economic and mostly non-economic 

terms that enters into the N-best terms also increases causing the 

precision to drop.  

The results cannot be easily compared to those of previous 

approaches, due to the many differences in resources and pre-

processing. Merely as an indication, these results are comparable to 

the ones reported in [1] (73% to 86% precision, using a threshold 

on term frequencies in technical corpora on fiber optic networks, 

depending on the specific domain corpus and the size of the 

extracted list of candidate terms, which is similar to the list size in 

the current work). 

Figure 3 shows the percentage of terms that have been correctly 

labeled as valid terms (y-axis) when taking into account the N-best 

labeled terms (x-axis) (i.e. for different LLR thresholds). This 

graph refers to terms that appear in both corpora and for which 

RFw>1. Strongly economic are terms that are characteristic of the 
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domain and necessary for understanding domain texts. Economic 

are terms that function as economic within a context of this 

domain, but may also have a different meaning outside this 

domain. As regards to the aforementioned labeling, this category 

includes terms connected both directly and indirectly to the 

domain. Mostly non-economic are words that are connected to the 

specific domain only indirectly, or more general terms that 

normally appear outside the economic domain, but may carry an 

economic sense in certain limited cases. Non-economic are terms 

that never appear in an economic sense or can be related to the 

domain in any way. For example, referring to Table 1, 

���. $ .�-/.�0 ) *�+�, � (�tax� [adjective]) is considered as a strongly 

economic term, while �& .�- ) #�) 132�+�, � (�culture�) is characterised as 

possibly important to the domain of economics, since it often 

involves a financial level.  

Table 1. The 24 terms with the highest LLR scores along with their 

counts and their domain relevance. 

word translation
DILOS 

Freq.

IEL 

Freq.

Relative Freq. 

Ratio
LLR

Important 

to the 

Domain

Possibly 

Important to 

Domain

Unimportant 

to Domain

��������������	 
����
tax-related 352 13 4,63 49,0 9 - -
 � �� � � � �

present 13 24 0,09 48,5 - - 9� � � � � � � � ��
language 13 24 0,09 48,5 - - 9� � � 	� � �� � � � � �
left, leftist 7 20 0,06 48,3 - 9 -

� ����
 �� ! � � 	 
���� intra-party 

(political)
10 22 0,08 48,1 - 9 -

" 	 #!����� �$�
dialog 131 68 0,33 47,4 - - 9
 � � � � %� � 	 �

oil (petrol) 213 3 12,14 47,2 9 - -
 & �� " � � � � � � � � '�
profitability 164 0 - 47,1 9 - -
 � ( � � ) � � * �+ - ,
prediction 283 8 6,05 46,9 9 - -� , � . '

island 14 24 0,10 46,8 - - 9# � � � 
 � / � ��
anchor 4 17 0,04 46,2 - - 9� � 	� �

yen 161 0 - 46,1 9 - -� . �� � 0 * � � �
target 821 64 2,19 46,1 9 - -� �1� /�� �� �' �
police 45 38 0,20 46,0 - 9 -� ����#!� , �

factory worker 3 16 0,03 45,9 - 9 -
 ���$� 
 � 	 
 2
prospect 446 23 3,32 45,8 9 - -

OTE HTO (company) 149 0 -
45,8

9 - -

� . / *  3 � 4 � 5 �' �
agreement 654 45 2,49 45,8 9 - -� & �� 3  � � 	 
 & � ( �

German 238 5 8,14 45,7 - 9 -
 �$� 	 � 	 �� !���
culture 31 32 0,17 45,6 - 9 -" ��/$��� 	 #

job, work 38 35 0,19 45,6 - 9 -

" 	 � /$6�7�� ���
chief (executive) 199 3 11,43

45,6
9 - -

" 	 � ( 	
 , �	 
 & � � �
administrative 278 8 5,94 45,6 9 - -	 � . � � �	  3 '�

currency 182 2 15,68 45,4 9 - -

Figure 4 shows the precision achieved for the terms appearing 

in both corpora that present an RF<1. It is an interesting graph to 

observe, in combination with Figure 3, as it shows how the method 

performs for the terms that are more frequent in the balanced 

corpus in comparison to DELOS. 
  

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 100 200 300 400 500 600 700

N-best candidate non-terms

P
re

c
is

io
n

Strongly Economic (LLR) Economic (LLR)

mostly non-Economic (LLR) non-Economic (LLR)

 
Figure 4.  Precision (y-axis) for the N-best terms (x-axis) that appear in 

both corpora and that present RF<1. 
 

Figure 5 depicts comparative results between LLR and term 

extraction based on simple frequency counts on DELOS only. This 

experiment was performed to show the importance of corpora 

comparison for term extraction, compared to using only a domain-

specific corpus and applying simple frequencies to the candidate 

terms appearing in it. As expected, corpus comparison (LLR) leads 

to better results as it is concluded by the increased distance 

between the Economic term curves and the non-Economic term 

ones. Simple frequency counts tend to include many undesired N-

grams among the candidate terms with the highest ranks, simply 

because these N-grams appear frequently in the corpus. As a result, 

the precision values with frequencies on one corpus only, 

inevitably drop. 
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Figure 5.  Comparative precision between LLR and simple frequency 

counts on DELOS. 
Figure 3.  Precision (y-axis) for the N-best candidate terms (x-axis) 

that appear in both corpora and that present RF>1. 
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Table 2 shows the RF and LLR scores of the 20 most highly 

ranked economic terms, ordered by their LLR value. The depicted 

counts are the original ones, prior to smoothing. An interesting 

term is �������- +�, �, the ancient Greek form for �high�, used today 

almost exclusively in the context of the degree of performance, 

growth, rise, profit, cost, drop (i.e. the appropriate form in 

economic context), as opposed to its modern form �����- +�, �, which 

is used in the concept of the degree of actual height.  

Table 2. The 20 most highly ranked economic terms  

Rank word translation Cw(D) Cw(B) RFw LLR

1 ���	��
 ��
 � company 5396 0 1845,9 852,0

2 ����� drachma 3003 1 342,5 465,5

3 � ���	����� stock 2827 6 74,4 414,0

4 ��������� buy 2330 33 11,9 257,2

5 �������� !� growth, rise 2746 66 7,1 247,6

6 "$#�������% profit 1820 15 20,1 228,2

7 �&����'���(�� bank 1367 11 20,3 171,8

8 ��'�
 �)��
 ���� *� enterprise 1969 56 6,0 162,1

9 "$��+,��-���
 � capital 1325 14 15,6 157,3

10  *� � ��.��&
 "$/�% important 1872 56 5,7 149,3

11 '�01-��� *� sell 1203 11 17,9 147,3

12 '�����2 /�. product 1282 16 13,3 146,0

13 / � 
 -���% (company) group 1036 5 32,2 140,0

14 3 . 4 . INC 820 0 280,7 126,4

15 � ���	���,
 "5/�% stocking 790 2 54,1 112,8

16 �&
 � � price 1722 70 4,2 110,9

17 ��'6
 �	/,"&
 � interest (financ.) 821 4 31,2 110,0

18 7�8 ��-�/�% high (old form) 711 0 243,4 109,2

19 "$/� ��	��% cost 1031 19 9,0 103,4
20 " -)������% branch 833 7 19,0 103,2  
Figure 6 shows the difference in precision with LLR for the N-

best terms with and without the application of smoothing. When 

smoothing is not applied, the drop in performance is significant 

(around 20%). The expected performance improvement due to the 

smoothing process is further enhanced, because the terms that 

appear only in DELOS (and not in the balanced corpus) are not 

taken into account when smoothing is not performed.  
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Figure 6.  Comparative precision using the LLR metric with and without 

smoothing. 

5 CONCLUSION 

In this paper we have presented the process of automatically 

extracting economic terminology from Modern Greek texts. The 

properties of the language are taken into account by utilizing 

appropriate pre-processing tools. The linguistic complexity of the 

domain-specific corpus is addressed by adjusting the traditional 

candidate term formation methodology to deal with the freedom in 

word ordering. Finally, the unusual size difference between the two 

corpora (domain-specific and general) leads to a sparse data 

problem, which is dealt with satisfactorily by applying Lidstone�s 

smoothing law. 
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