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Abstract This paper introduces BNrSPEAK, a Web service which assists writers
in finding adequate expressions. To provide statisticalgvant suggestions, the
service indexes more than 1.8 billiangramsn < 5, along with their occurrence
frequencies on the Web. If in doubt about a wording, a userspacify a query
that has wildcards inserted at those positions where shedaeertain.

Queries define patterns for which a ranked list of matchirgrams along with
usage examples are retrieved. The ranking reflects therecwar frequencies of
then-grams and informs about both absolute and relative usagen@is choice
of customary wordings, one can easily select the most apptep Especially
second-language speakers can learn about style conveatidnanguage usage.
To guarantee response times within milliseconds we havelojeed an index
that considers occurrence probabilities, allowing for asbd sampling during
retrieval. Our analysis shows that the extreme speedujnelbtavith this strategy
(factor 68) comes without significant loss in retrieval dyal

1 Introduction

Writers who are in doubt about a certain expression ofterteskselves:What word-

ing would others use in a similar contextThis question can be answered statistically
when given a huge corpus of written text from which matchirgreples can be re-
trieved. In this paper we introduceENISPEAK, which indexes a large portion of the
Web, presumably the most comprehensive text corpus today.

Related Work Computer-aided writing has a long history dating back tovéimy begin-
ning of personal computing, and so has research on this. tdpis is why we can give
only a brief overview. The main topics in writing assistaricelude spell checking,
grammar checking, choosing words, style checking, dismorganization, and text
structuring. Note that spell checkers and, to a certaimexggammar checkers are cur-
rently the only technologies that reached a level of mattioitbe shipped large-scale.

Search engines comparable to ours are for instaneeM@RP, WEBASCORPUS
PHRASESINENGLISH, and LSE?AIl of them target exclusively researchers of linguis-
tics. By contrast, our search engine targets the averagerywihose information needs
and prior knowledge differs from those of a linguist. Moreg\NETSPEAKOUtperforms
existing tools in terms of both retrieval speed and the eéxaéthe indexed language
resources. In [5] the authors propose an index data steutiat supports linguistic
queries; a comparison with our approach is still missing.

Corporaofn-grams are frequently used in natural language processthipéorma-
tion retrieval for training purposes [7], e.g., for natuleaiguage generation, language

! NETSPEAKis available at http://www.netspeak.cc.
2 See http://www.webcorp.org.uk, http://webascorpus.btip://phrasesinenglish.org, and [8].
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modeling, and automatic translation. In particular, them@search on automatic trans-
lation within a language in order to correct writing erro#§. We want to point out
that our research is not directed at a complete writing aatmm since we expect a
semi-automatic, interactive writing aid to be more promisin the foreseeable future.

2 NETSPEAK Building Blocks

The three main building blocks of & speEakare ) an index of frequent-grams on
the Web, {i) a query language to formulategram patterns, andii() a probabilistic
top-k retrieval strategy which finds-grams that match a given query and which allows
to trade recall for time. The results are returned in a Wedrfate or as XML document.

Web Language Index To provide relevant suggestions, a wide cross-section itfienr
text on the Web is required which is why we resort to the Goagtgam corpus [3].
This corpus is currently the largest of its kind; it has beempiled from approximately
1 trillion words extracted from the English portion of the by@nd for eacle-gram in
the corpusits occurrence frequency is given. Columns 2 arid&ble 1 give a detailed
overview of the corpus. We applied two post-processingsstephe corpus at our site:
case reduction and vocabulary filtering. For the latter, #emist vocabularylV” was
compiled and only these-grams whose words appearinhwere retainedV consists
of the words found in the Wiktionary and various other dictides, as well as of these
words from the 1-gram portion of the Google corpus whose weage frequency is
above 11000. See Table 1, Columns 4 and 5, for the size redsctifter each post-
processing step with respect to the original corpus.

In NETSPEAK the n-gram corpus is implemented as an inverted indexwhich
maps each wordv € V onto a postlistr,,. For this purpose we employ a minimal
perfect hash function based on the CHD algorithm {2].is a list of tuples(d’, f(d)),
whered"refers to am-gramd on the hard disk that containg and wheref(d) is the
occurrence frequency afreported in the:-gram corpus. A tuple also stores informa-
tion aboutw’s position as well as other information omitted here for liicity.

Query Language The query language of &&rsPEAKis defined by the grammar shown
in Table 2. A query is a sequence of literal words and wildagpdrators, where the
literal words must occur in the expression sought after|exthie wildcard operators al-
low to specify uncertainties. Currently four operatorssupported: the question mark,
which matches exactly one word, the asterisk, which matahgsequence of words,
the tilde sign in front of a word, which matches any of the ie@gynonyms, and the
multiset operator, which matches any ordering of the enatadwords. Of course other

Table 1. The Googlen-grams before and after post-processing. Table 2. EBNF grammar of the query language.

Corpus Original Corpus Case Vocabulary Production Rule
Subset #n-grams Size  Reduction Filtering —

query = { word| wildcard };
1-gram 13588 391 177.0 MB 81.34% 3.75% word = (["’”] (letter{ alpha} ))|”,”
2-gram 314843401 5.0GB 75.12‘;An 43.26';/0 letter = ra'|..|"z" ["A” | ..|"Z"
3-gram 977 069902 19.0 GB 83.240/0 48.65? alpha = lette]"0” | .| 9"
4-gram 1313818354 30.5GB 90.27% 49.54% Lo = "7 |" " | synonyms multiset
5-gram 1176470663 32.1GB 94.13% 47.16% — aw

synonyms = ~"word
b 3354253200 77.9GB 88.37% 54.20% multiset = "{"word {word}"}"
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sensible operators are conceivable, which is part of oukwmgprogress: constraints on
particular parts of speech, person names, places, datbsnass.

Probabilistic Retrieval Strategy Given then-gram indexu and a queryy, the task

is to retrieve alln-gramsD,, from g that matchy according to the semantics defined
above. This is achieved within two step§: ¢omputation of the intersection postlist
Tq = ﬂqu ™, and (i) filtering of =, with a pattern matcher that is compiled at run-
time from the regular expression definedgoyReaching perfect precision and recall is
no algorithmic challenge unless retrieval time is consgdeNote in this respect that
the length of a postlist often amounts up to millions of exgriwhich is for instance the
case for stop words. If a query contains only stop words, g¢tréewval time forD, may
take tens of seconds up to a minute, depending on the size wfdbxed corpus. From a
user perspective this is clearly unacceptable. In casesevehguery also contains a rare
word w’, it is often more effective to apply the pattern matcheratiyeto ., which

is possible since, C 7, holds for allw € ¢. But altogether this and similar strategies
don'’t solve the problem: the frequency distribution of therds used in queries will
resemble that of written text, simply because of theTSIPEAK use case. Note that
Web search engines typically get queries with (compargtinérequent) topic words.

To allow for an adjustable retrieval time at the cost of reead have devised a
probabilistic retrieval strategy, which incorporatesk-amvareness within the postlists.
Our strategy hence is a special kind of a foguery processing technique [1, 6]. The
strategy requires an offline pre-processingupfso that {) each postlist is sorted in
order of decreasing occurrence frequencies, @heédch postlist is enriched by quan-
tile entriesx, which divide the word-specific frequency distributionarportions of
equal magnitude. Based on a pre-procegsdtie retrieval algorithm described above
is adapted to analyze postlists only up to a predefined daaAs a consequence, the
portion of a postlist whose frequencies belong to the lorlgofathe distribution is
pruned from the search. Note that the retrieval precisioraies unaffected by this.

An important property of our search strategy is what we =k monotonicity
given a pre-processed indgxand a query;, the search strategy will always retrieve
grams in decreasing order of relevance, independentty ®his follows directly from
the postlist sorting and the intersection operationnAgram that is relevant for a query
q is not considered if it is beyond thequantile in somer,,, w € ¢. The probability for
this depends, among other things, on the co-occurrencebilip betweeny’'s words.
This fact opens up new possibilities for further researabrder to raise the recall, e.g.,
by adjustingx in a query-specific manner.

3 Evaluation

To evaluate the retrieval quality of our query processingtsgy, we report here on an
experimentin which the average recall is measured for & spiayiesq), |Q| = 55 702,
with respect to different pruning quantiles. The querigginate from the query logs
of NETSPEAK the service is in public use since 2008. We distinguish betwmacro-
averaged recall and micro-averaged recall:

retmmena(t, @) = |Dy N D retmens(it @) = 2y (mons) £(d)
|Dy| 2 s@yen: (@)
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Figurel. Macro-averaged recall (left) and micro-averaged recah(y over quantiles. The ad-
ditional axes indicate how much of a postlist is evaluatetitae required processing time.

As described abovd), andr, are the results retrieved froptfor queryq under a topk
strategy, whileD; andr; are the results if the postlists pfare evaluated completely.
While recpacro considers only the result list lengths:c,i.o allots more weight to
n-grams with high occurrence frequencies, since they areemalevant to the user.
Figure 1 shows the obtained results for different queryssize

Discussion and Conclusion The macro-averaged recall differs significantly from the
micro-averaged recall, which indicates that most of theuvahtn-grams are retrieved
with our strategy. The currentNrsPEAK quantile ofs = 0.5 marks the best trade-off
between recall and retrieval time. At quantile 0.5 only ¥#4af a postlist is evaluated on
average, which translates into a retrieval speedup of f&&ol he average retrieval time
at this quantile seems to leave much room in terms of useenaito evaluate more
of a postlist, however, it does not include the time to geteeaiad ship the result page.
Short queries are more difficult to answer because the sitteeadxpected result set is
much larger on average than that of a long query. From an atiatustandpoint the
micro-averaged view appears to be more expressive. Aliegedur retrieval strategy
makes NETSPEAKa fast and reliable writing assistant.
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