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Abstract
Retrieval Enhancements for

Task-Based Web Search

The task-based view of web search implies that retrieval should take the
user perspective into account. Going beyond merely retrieving the most
relevant result set for the current query, the retrieval system should aim to
surface results that are actually useful to the task that motivated the query.

This dissertation explores how retrieval systems can better understand
and support their users’ tasks from three main angles: First, we study and
quantify search engine user behavior during complex writing tasks, and
how task success and behavior are associated in such settings. Second, we
investigate search engine queries formulated as questions, and explore pat-
terns in a large query log that may help search engines to better support
this increasingly prevalent interaction pattern. Third, we propose a novel
approach to reranking the search result lists produced by web search en-
gines, taking into account retrieval axioms that formally specify properties
of a good ranking.
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Abstract (in German)
Retrieval Enhancements for

Task-Based Web Search

Die Task-basierte Sicht auf Websuche impliziert, dass die Benutzerper-
spektive berücksichtigt werden sollte. Über das bloße Abrufen der relevan-
testen Ergebnismenge für die aktuelle Anfrage hinaus, sollten Suchmaschi-
nen Ergebnisse liefern, die tatsächlich für die Aufgabe (Task) nützlich sind,
die diese Anfrage motiviert hat.

Diese Dissertation untersucht, wie Retrieval-Systeme die Aufgaben ih-
rer Benutzer besser verstehen und unterstützen können, und leistet For-
schungsbeiträge unter drei Hauptaspekten: Erstens untersuchen und quan-
tifizieren wir das Verhalten von Suchmaschinenbenutzern während kom-
plexer Schreibaufgaben, und wie Aufgabenerfolg und Verhalten in solchen
Situationen zusammenhängen. Zweitens untersuchen wir Suchmaschinen-
anfragen, die als Fragen formuliert sind, und untersuchen ein Suchmaschi-
nenlog mit fast einer Milliarde solcher Anfragen auf Muster, die Suchma-
schinen dabei helfen können, diesen zunehmend verbreiteten Anfragentyp
besser zu unterstützen. Drittens schlagen wir einen neuen Ansatz vor, um
die vonWeb-Suchmaschinen erstellten Suchergebnislisten neu zu sortieren,
wobei Retrieval-Axiome berücksichtigt werden, die die Eigenschaften eines
guten Rankings formal beschreiben.
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1
Introduction

When the first modern web search engines appeared in the early nineties,
the total number of web sites in existence was in the low hundreds [31];
the web was only a niche application of information retrieval then, which
was long established in expert systems and specialized databases likeMED-
LINE. But over the followingdecade, web search developed into the number
one frontier of information retrieval research.

While retrieval research has brought many advancements to web search,
it faces a fundamental limitation in the fact that the queries we type into
search interfaces are often vague, speculative, and short—the amount of in-
formation that can be gleaned from them, about what the person typing
those queries wants to find, is limited. The same query can mean different
things to different users, or to the same user at different times. As a sim-
ple example, consider homonymy: the query [michael jordan biography]

could be seeking information about the basketball player, the machine
learning researcher, the actor, one of the other nine individuals with that
name who at the time of this writing have their own English Wikipedia
page,1 or someone else entirely. All of these options could be relevant re-
sults for the given query string, but for any one particular occurrence of it,
only one or a few will be actually what the searcher wanted.

A plausible, and nowadays common remedy is to seek additional sources
of information, beside the query, that may shed light on what information
users want. These sources are commonly referred to as context [25], and
many different possible sources of context information have been consid-
ered. Users’ interaction patternswith the retrieval system itself are themost

1https://en.wikipedia.org/wiki/Michael_Jordan_(disambiguation)
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common (cf. Section 2.3), but other sources like location, weather, or time
of day have been considered. What all these factors have in common is that
they provide information about the task behind the user’s query, which can
then be applied towards enhancing retrieval effectiveness.

This dissertation explores how retrieval systems can better understand
and support their users’ tasks from three main angles: First, we study and
quantify search engine user behavior during complex writing tasks, and
how task success and behavior are associated in such settings. Second, we
investigate search engine queries formulated as questions, and explore pat-
terns in a large query log that may help search engines to better support
this increasingly prevalent interaction pattern. Third, we propose a novel
approach to reranking the search result lists produced by web search en-
gines, taking into account so-called retrieval axioms that formally specify
properties of a good ranking. Major areas of contribution of this thesis are
highlighted in Figure 1.1, alongside the aspects of task-based web search to
which they apply.

1.1 Task-based Web Search

All web search is somehow task-based: whenever we enter a query into
a search engine, there is some goal behind it, whether it is the pursuit of
some simple, isolated fact, or a complex, multi-faceted work task. As such,
referring to task-based search is primarily amatter of perspective: our focus
is on the user goals behind interacting with the search system, and how
those can be better supported. Task-based search thus goes beyond always
providing just that set of results that is the best match for the current query,
even though in many cases that is still the correct solution.

We broadly classify search tasks into open-ended and closed-ended, and
while Section 2.2.1 goes into more depth, the distinction can be summa-
rized thus: closed-ended tasks can be accomplished with one or a few
well-defined information items, whereas open-ended tasks require broader
exploration of the information space (hence, they are often referred to as
exploratory), and evolve along with the user’s knowledge level. In this
dissertation, Chapter 3 focuses specifically on complex, open-ended tasks;
the retrieval experiments in Chapter 5 target rather closed-ended, isolated
queries; the question queries studied in Chapter 4 stem from tasks of vary-
ing, but generally mid-range complexity (cf. Figure 1.2).

Web search, viewed from the task-based perspective, is a multi-step pro-
cess initiated by a human interacting with a retrieval system. Figure 1.1
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Figure 1.1: An overview of the task-based web search process in BPMN 2.0 nota-
tion: User and retrieval system are shown as separate participants to the process;
solid arrows represent control flow within subprocesses; dotted arrows show data
flow; dashed arrows show message passing between process participants—in this
case, the communication pathways between user and system. Areas of investiga-
tion of this dissertation are highlighted with the relevant chapter numbers.

shows a diagram illustrating this process: the actions of the retrieval sys-
tem’s user are shown in the top swimlane. Informed andmotivated by some
underlying task, the user undergoes a cycle of (1) identifying some informa-
tion deficiency with respect to the user’s ability to complete her task, (2) for-
mulating a query aimed at rectifying this deficiency, and submitting it to the
retrieval system, (3) examining the results returned by the retrieval system
and, if they are deemed useful, (4) putting them to use to the task’s benefit.
This cycle is interrupted by session breaks, or task abandonment (neither of
which are shown in the figure for the sake of simplicity), or when the user
completes her task.

All user interaction with the retrieval system—query submission, result
examination, and information use, by the same user or by others—can po-
tentially be recorded as context information: as shown in the middle swim-
lane of the diagram, the feedback subprocess of the retrieval system aggre-
gates any such context information, such as which queries were submit-
ted, which results were clicked after how much time, and how they were
used (e.g., by copy-pasting into a text the user is writing). This aspect of
the process is the focus of Chapter 3 of this dissertation, which studies the
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Figure 1.2: The main chapters of this dissertation, organized by whether the re-
trieval system or its user is the main research focus (horizontal axis), and the com-
plexity of the web search tasks under investigation (vertical axis). Chapter 3 stud-
ies high-complexity tasks from a user-oriented perspective; Chapter 5 studies low-
complexity tasks from a system-oriented perspective; Chapter 4 occupies a middle
ground along both axes, and covers the highest variation in task complexity.

behavior of search engine users engaged in complex writing tasks, and ul-
timately applies the behavioral information thus derived in a prediction
model for the user’s success at finding useful search results.

In response to the submitted queries, the retrieval system engages in
the retrieval subprocess shown in the bottom swimlane in Figure 1.1,
wherein (1) the received query is first preprocessed, the processed query
then (2) evaluated against an inverted index, and the thus collected set of
result documents is then (3) postprocessed to be ultimately assembled into
a search result page (SERP) that is returned to the user.

1.2 Context and Retrieval Enhancement

All three of these steps can make use of the context information collected
during the aforementioned feedback subprocess, but in this dissertation,
we focus on two pathways for retrieval enhancement: query preprocess-
ing (Chapter 4), and result set postprocessing (Chapter 5).

Query preprocessing consists of enriching the query with contextual in-
formation before submission to the search index, and can encompass tech-
niques such as query expansion, spelling correction, or categorization (cf.
Section 2.4.1). More fundamental query preprocessing techniques like tok-
enization and normalization, while certainly important for the basic opera-
tion of the retrieval system, are taken for granted here—our focus is on those
techniques that incorporate context information for retrieval enhancement.

Result set postprocessing techniques aim to enhance the quality of re-
sult lists, after they have been retrieved from the inverted index, modifying
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the order of search results in the ranking in such a way that some quality
measure of the result ranking is optimized (cf. Section 2.4.2). A common
approach is learning-to-rank, where a machine learning model exploits a
richer feature set on a small top-k result set, than would be possible over
the entire collection at the time of initial retrieval.

The complexity of machine learned ranking models can pose a problem
in itself: while a ranking model optimized against large amounts of aggre-
gated feedback data can be highly effective, at a certain point it becomes
impossible to comprehend how a given ranking came about. Information
retrieval researchers have discovered axioms that formally describe the de-
sirable properties of a good result ranking. While these axiomatic ideas
promise to make postprocessing more comprehensible, they have not been
directly implemented in a retrieval system so far.

1.3 Research Questions and Main Contributions

Figure 1.2 illustrates how this dissertation investigates web search tasks,
context, and retrieval enhancement from various angles, and with various
degrees of complexity in the web search tasks studied. Each of the main
chapters of this dissertation is based on one or more peer-reviewed publica-
tions, as summarized in Table 1.1: the findings of four publications form the
basis for Chapter 3, while Chapters 4 and 5 are based on one peer-reviewed
publication each. Since Chapter 2 introduces common foundations and re-
lated work for the three subsequent chapters, all six of the aforementioned
publications contribute to Chapter 2. Further publications by the author re-
lated to the fields of information retrieval and natural language processing,
five of which appear in the bottom part of the table, were not reused in this
dissertation in order to maintain a tight topical focus. The first four of these
are distantly related to the “Build Result Page” step in Figure 1.1: the first
two [76, 199] concern the automatic creation of taxonomies for document
collections based on information retrieval principles, which can be applied
to present search result sets in a way that is more amenable to exploration.
The next two [183, 201] concern automatic summarization, where related
approaches have also recently been considered for the creation of search re-
sult pages (e.g., by Chen et al. [45]). The final entry [5] does not directly
concern the task-based retrieval process, but applies information retrieval
principles to the study of text reuse phenomena in large scale datasets.

The following three sections elaborate the contributions of the disserta-
tion at hand, as well as the research questions behind them.
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Table 1.1: A selection of peer-reviewed publications by the author and their usage
within this dissertation.

Used in Venue Type Pages Year Publisher Ref.

Chap. 3 ACL conference 10 2013 ACL [156]
Martin Potthast, Matthias Hagen, Michael Völske, and Benno Stein. Crowd-
sourcing Interaction Logs to Understand Text Reuse from the Web.

Chap. 3 EuroHCIR workshop 4 2013 CEUR-WS [155]
Martin Potthast, Matthias Hagen, Michael Völske, and Benno Stein. Ex-
ploratory Search Missions for TREC Topics.

Chap. 3 CHIIR conference 10 2016 ACM [80]
Matthias Hagen, Martin Potthast, Michael Völske, Jakob Gomoll, and Benno
Stein. How Writers Search: Analyzing the Search and Writing Logs of Non-
fictional Essays.

Chap. 3 TPDL conference 12 2018 Springer [194]
Pertti Vakkari, Michael Völske, Matthias Hagen, Martin Potthast, and Benno
Stein. Predicting Retrieval Success Based on Information Use for Writing
Tasks.

Chap. 4 CIKM conference 10 2015 ACM [200]
Michael Völske, Pavel Braslavski, Matthias Hagen, Galina Lezina, and Benno
Stein. What Users Ask a Search Engine: AnalyzingOne Billion RussianQues-
tion Queries.

Chap. 5 CIKM conference 10 2016 ACM [81]
Matthias Hagen, Michael Völske, Steve Göring, and Benno Stein. Axiomatic
Result Re-Ranking.

– JCDL conference 9 2014 ACM/IEEE [76]
Tim Gollub, Michael Völske, Matthias Hagen, and Benno Stein. Dynamic
Taxonomy Composition via Keyqueries.

– WOSP workshop 4 2014 CNRI [199]
Michael Völske, TimGollub, Matthias Hagen, and Benno Stein. A Keyquery-
Based Classification System for CORE.

– NewSum workshop 4 2017 ACL [201]
Michael Völske, Martin Potthast, Shahbaz Syed, and Benno Stein. TL;DR:
Mining Reddit to Learn Automatic Summarization.

– INLG conference 3 2018 ACL [183]
Shahbaz Syed, Michael Völske, Martin Potthast, Nedim Lipka, Benno Stein,
and Hinrich Schütze. Task Proposal: The TL;DR Challenge.

– ECIR conference 6 2019 Springer [5]
Milad Alshomary, Michael Völske, Tristan Licht, Henning Wachsmuth,
Benno Stein, Matthias Hagen, and Martin Potthas. Wikipedia Text Reuse:
Within and Without.
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1.3.1 Understanding and Supporting Writing Tasks (Chapter 3)

Chapter 3 focuses on the collection of contextual information for a specific
class of complex task: we prepare a crowdsourced dataset of 150 long essays
written with the support of a search engine, covering an unprecedented
level of richness in the context information that such task-oriented search
interaction data makes available.

We consider the following retrieval scenario: the user is engaged in a
complex writing task while referring to documents from some collection
as sources, and reusing content from them; a retrieval system indexing the
aforementioned collection is used to retrieve those sources. Chapter 3 re-
ports on a crowdsourcing study with twelve participants that implements
this setting, and first aims at better understanding the behavior of writers
in such scenarios, by way of Research Questions 1a and 1b.

Research Question 1a (Writing Strategies). Is it possible to identify distinct
writing strategies among users engaged in complex writing tasks that involve the
retrieval of sources with a search engine, and potential text reuse from those sources?
Research Question 1b (Searching Strategies). In the same setting, can distinct
searching strategies be identified?

Answering these research questions requires a novel kind of integrated
search and writing environment for the participants of our study to work
in. This environment comprises custom a search engine indexing the
ClueWeb09 (a large, static web crawl which aims to constitute a representa-
tive sample of the web) which records all queries submitted, search result
pages visited, and any links followed from those pages. Simultaneously,
participants write their essays in a web-based text editor which records a
fine-grained history of the text’s development over time. Together, these
components enable deeper insights into the search andwriting process than
have been possible previously.

Our results indicate that study participants follow two diametrically op-
posed strategies in both cases—the build-up and boil-downwriting strategies,
as well as the querier and clicker searching strategies. Build-up and boil-
down writing are differentiated mainly by the way the writers engage with
the sources they retrieve while writing: the former add material in an in-
cremental fashion, retrieving only the next source needed at any given time,
whereas the latter amass a large collection ofmaterial up front, which is then
gradually organized and rewritten to produce the final essay. Queriers and
clickers explore the information space either by submitting many varied
queries or by clicking many search results and following long click trails.
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While writing tasks have been used frequently to study task-oriented in-
formation retrieval, there is a clear gap in the literature when it comes to
objectively measuring the usefulness of search results for a given task. As
discussed more extensively in Section 2.2.5, usefulness is typically assessed
byway of study participants’ subjective usefulness ratings. For the retrieval
scenario particular to our study, Research Question 2 aims to objectively
quantify the usefulness of search results.

Research Question 2 (Measuring Usefulness). How can the usefulness of
search results to writers be observed and measured?

In our study, we had writers reuse text to produce their essays, hence
we can observe copy-paste events as a direct indicator of search result
usefulness—put simply, a search result is useful if it is used. We investigate
two concrete measures derived from this notion: one based on the amount
of copied text, and the other on the number of times text is copied.

In a follow-up study, we investigate the relationship between these no-
tions of usefulness, and other user behavior during searching and writing,
with the aim of predicting how successful a user is, in aggregate, at find-
ing useful sources while working on an essay—such a predictionmodel can
help a retrieval system distinguish successful and struggling users, and bet-
ter support the latter group, in particular [145]. Research Question 3 aims
at predicting retrieval success for the writing task in our study.

Research Question 3 (Predicting Retrieval Success). Which user behaviors
during searching and writing predict success at finding useful sources?

We develop a set of regression models for the relationship between user
behavior and retrieval success. Our results indicate that among the writers
in our study, a higher degree of success at finding useful results is associ-
ated primarily with (1) fewer queries and more clicks—writers appear to
be more successful at finding useful results when following the aforemen-
tioned “clicker” search strategy; (2) less editing of the essay text—writers
who find more useful sources appear to work less hard integrating those
sources into the essay; (3) shorter dwell times—contrary to other search
tasks, where long dwell times have often (some of the studies are discussed
in Section 2.2.5) been found to positively associate with usefulness or rele-
vance of results. Some particularities of our setting, such as the higher task
complexity, lack of a time limit, and the fact that writers were encouraged
to reuse text, likely explain this difference.
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1.3.2 Analysing a Large Question-Query Log (Chapter 4)

Chapter 4 presents an analysis of a large search engine log—comprising a
year’s worth, or nearly one billion, Russian-language web search queries—
focused on the problem of query pre-processing for question-like queries in
particular. Questions are a natural form of expressing information needs—
people ask questions when they seek information, help, or advice. In the
first two decades of web search, search engines have taught users the “tele-
gram style” of keyword search queries such as [lose weight], but recently—
especially with the advent of voice-based search interfaces—the share of
natural language questions, for example [how much exercise should i do

to lose 10 pounds], in search query logs is increasing [149].
As illustrated in Figure 1.2 on page 4, the complexity of the user tasks

behind the question queries in our study varies: while generally lower than
in the essay writing tasks that we study in Chapter 3, there is a range in task
complexity from simple fact-finding (e.g., [how high is mount everest]) to
seeking multi-step task instruction (e.g., [how to make poached eggs]).

Their increasingprevalence notwithstanding, question queries are longer
and rarer than typical search engine queries. Web search engines tend to
return results of poorer quality for such long-tail queries, prompting us to
study question query preprocessing via topical categorization. Such an ap-
proach can improve retrieval performance in various ways—for instance,
through query disambiguation or routing to an appropriate vertical search
index. However, compared to the documents typically considered in text
classification tasks, queries are particularly challenging due to their short
length—and still this applies to the slightly longer question queries. As
such, any feature representation that can be obtained from search queries is
inherently sparse. Common techniques for addressing the sparseness prob-
lem from general query classification—such as using the features from the
result documents clicked by users—are not available in this setting due to
the relative rarity of question queries. Hence, we state Research Question 4
to address the novel problem of question query classification.

Research Question 4 (Question Query Classification). How can we design an
effective classification pipeline for question queries in the face of the dual problem of
their sparseness, and their relative rarity in query logs?

Our proposed approach learns to categorize question queries fromCom-
munity Question Answering (CQA) data: on CQA sites, users post ques-
tions, and label them with categories selected by the author (the author’s
success at getting an answer can be taken as an indicator of label accuracy).
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In a multi-step pipeline that starts with data cleaning to drastically reduce
the noise level that’s typical for large query logs, we learn to first classify
CQA questions by topic, then transfer the learned classifier to the question
query log. This transfer learning approach enables the discovery of patterns
in the topic distribution of the queries in the log. Research question 5 then
targets the study of these patterns, and how they can be exploited to further
improve query preprocessing.

Research Question 5 (Question Query Patterns). Given a basically function-
ing question query classification pipeline, how can we apply it to discover patterns
in the question stream—especially those that bootstrap future question query dis-
ambiguation efforts?

Our experimental study of the year-long question query log yields some
interesting insights on question asking behavior across topical categories
in a non-English search engine. For instance, the distribution of question
query volume by category shows changes over time, such as queries in the
“education” category becoming less prevalent in the summermonths, while
travel-related queries reach their peak.

Such temporal patterns can ultimately serve as context information by
themselves: the distribution of topics over time can induce a prior for fu-
ture query classification schemes, and thus improve the accuracy of clas-
sification methods targeting query disambiguation. This idea in itself is
not novel—for instance, the current date has been suggested as a contex-
tual ranking signal [100]—but shows promise in its application to question
queries in particular.

1.3.3 Enhancing Result Rankings With Axioms (Chapter 5)

Chapter 5 focuses on retrieval enhancement via result set postprocessing,
but departs from the contextual retrieval setting of the previous chapters.
Rather, it adopts the viewpoint of axiomatic information retrieval, which
has long investigated, and formally described, the fundamental proper-
ties (referred to as axioms in this context) that characterize a good result
ranking (refer to Chapter 2, in particular Sections 2.1 and 2.5, for a more
thorough introduction). While the axiomatic analysis of information re-
trieval models has yielded actionable insights on occasion, it has in large
part been confined to a more theoretical realm. Inasmuch as this is dis-
cernible, commercial search engines do not seem to follow the axiomatic ap-
proach, opting for highly complex, empirically optimized ranking models
instead. This observation leads to ResearchQuestion 6, and an investigation
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of whether axiomatic ideas can benefit practical retrieval more directly than
they have in the past—it should be possible to improve the performance of
existing retrieval models with the help axiomatic ideas, because otherwise
the relevance of these ideas must be called into question.

Research Question 6 (Axiomatic Result Reranking). Is it possible—and
how—to seamlessly integrate axioms for ranking preferences into the retrieval pro-
cess, in order to improve the results of a basis retrieval model?

In response, we develop a new technique for incorporating axiomatic
statements about desirable properties of result rankings directly into the
retrieval process, so that rankings can be modified to better satisfy arbi-
trary axioms. Due to the complexity of the optimization problem involved,
we evaluate this system in a comparably rather simple Cranfield-style test
environment (cf. Figure 1.2), with a notably lower search task complexity
compared to previous chapters.

Our approach proposes a triplet formulation for retrieval axioms, com-
posed of precondition, filter, and conclusion. The precondition checks re-
quirements of whether an axiom can be applied to a given document pair;
then, based on filter condition evaluated on properties of the documents
under consideration, the conclusion yields a ranking preference. We show
that many axioms from the literature can be restated in this triplet form,
which allows for a practical implementation.

Based on this foundation, we propose the axiomatic result reranking
pipeline. The pipeline begins with top-k retrieval by some basis retrieval
model, and then determines each considered axiom’s ranking preference
matrix over the top-k result set. A machine-learned preference aggregation
function derives a combined preference matrix, and a rank aggregation al-
gorithm (we propose to use KwikSort) resolves any conflicts and reranks
the top-k set based on the aggregated axioms’ preferences.

The preference aggregation function is learned from a set of queries with
known relevance judgments, with respect to a particular basis retrieval
model. Our study includes a comprehensive empirical evaluation over a
set of 16 different basis retrieval models, and 23 different axioms. Among
the latter, we propose eight new axioms, where most of them cover aspects
of term proximity weighting in the result documents. Through our exper-
iments, we show that axioms can in fact significantly improve the perfor-
mance of many standard retrieval models.
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1.3.4 Thesis Structure

The remainder of this dissertation is organized as follows: Chapter 2 re-
views the background and previous work necessary for the subject matter
of subsequent chapters; as such, it covers the entirety of the task-based re-
trieval process depicted in Figure 1.1 on page 3, starting from the basics of
retrieval systems and indexing, and then presenting supporting material
roughly along the same trajectory as the topical focus of the later chapters
as shown in Figure 1.2. Chapter 3 then investigates user behavior during
complex writing tasks, and answers Research Questions 1 through 3. The
main contribution of Chapter 4 is the analysis of a large query log, focused
on the understanding and preprocessing of question-like queries, and the
investigation of Research Questions 4 and 5. Chapter 5 contributes a result
set postprocessing and re-ranking approach, which targets the integration
of information retrieval axioms into the search process and addresses Re-
search Question 6. Finally, Chapter 6 concludes the dissertation, reviews
the main findings, and discusses open problems and limitations of the re-
search.



2
Background and Related Work

The following sections will introduce the background and related research
that subsequent chapters build upon. As has been shown in Figure 1.1, the
contributions of this thesis lie on both the system side and the user side
of the task-based information retrieval process. Consequently, Section 2.1
begins by introducing basic concepts of information retrieval systems that
are important to this and subsequent chapters; this is followed by a more
user-focused overview of the literature on task-based web search in Sec-
tion 2.2, including the two fundamental kinds of search tasks, and some
of the instruments for understanding human information seeking behavior
and judging its success, in particular with respect to the usefulness of the
retrieved search results. Section 2.2.3 briefly reviews the literature on ques-
tion information needs, and the corresponding tasks, which are the focus
of Chapter 4. Section 2.3 reviews the use of context information to improve
search results, and how such context can be inferred from user behavior;
Section 2.4 discusses how the gained insights can be integrated into the re-
trieval process. Section 2.5 reviews the axiomatic ideas that form the foun-
dation for the technique of improving search result rankings discussed in
Chapter 5.

2.1 Basics of Web Search Systems

The web search engine as we know it today, with a search box that can
be used to query an index of pages kept up-to-date by a web crawler, has
only been around for a little more than three decades [31], but the problem
of storing and accessing information effectively is as old as civilization it-

13
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self. The idea of using computers to automatically access large amounts of
stored information is often attributed (e.g. by Singhal [173]) to Vannevar
Bush’s article “As We May Think” [34] published in 1945. The SMART
system—developed by Gerard Salton’s group in the 1960s [170]—is consid-
ered bymany to be the first practical implementation, and introducedmany
of the concepts outlined below [130]. A number of comprehensive reference
works have emerged over the years—among them Baeza-Yates and Ribeiro-
Neto [12], Croft et al. [53], and Manning et al. [130]. This section—while
nowhere near their level of sophistication or breadth—is informed by the
aforementioned works, and briefly reviews a few basics relevant to the re-
mainder of this chapter and to the dissertation at large.

2.1.1 Document Representations, Indexing, and Ranking

Figure 2.1 recalls the task-based information retrieval process already
shown in Figure 1.1 on page 3, but adds additional detail regarding the
retrieval system: compared to the previous figure, the retrieval system’s
indexing process is appended at the bottom. The goal of indexing is that,
at retrieval time, a ranked list of documents relevant to the query can be
produced as efficiently as possible; to this end, an inverted index is created,
which allows the rapid evaluation of a document scoring function that, at
querying time, assigns each document a query-dependent score which de-
termines the position in the result list, and whether the document is in-
cluded at all. While the indexing process is itself not the focus of the contri-
butionsmade in this thesis, it precedes querying and retrieval in both causal
and temporal order, in that it creates the necessary data structures for effi-
ciently determining a result ranking given a query. On a rather high level
of abstraction, Croft et al. [53] summarize the steps of the indexing process
as Text acquisition, Text transformation, and Index creation.

The first step involves identifying the documents to be indexed, andmak-
ing them available to the rest of the process in plaintext, in a unified encod-
ing, and along with metadata describing, e.g., the document type, and its
language, title, or length. The documents themselves may either be part of
an existing collection that is already present, or they may themselves be ac-
quired via a crawling process. The resulting document store is consulted
during the retrieval process, e.g., when assembling the short text snippets
on search result pages. Under particular circumstances, the pages visited
by search engine users may be served directly from the document store, as
well—this was done, for instance, in the crowdsourcing experiments de-
scribed in Chapter 3 for the sake of reproducibility and control in the study.
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Figure 2.1: User and system in the task-oriented information retrieval process. In
addition to Figure 1.1 on page 3, the bottom-most “Retrieval System” swimlane
shows the basic steps of the indexing process according to Croft et al. [53].

The second step, text transformation, maps the input texts to index terms
through tokenization and normalization: the former consists of splitting
the text into units (which can be individual words, but also different units
of the text like multi-word phrases), and the latter involves, e.g., stop-word
removal and stemming. The resulting index vocabulary is one of two key
ingredients for the inverted index.

The final index creation step derives a term-document matrix from
the (appropriately transformed) input documents, and from that, in turn
the inverted index. Each column of the term-document matrix corresponds
to the feature vector of one of the input documents; each row corresponds to
one index term’s frequency of occurrence across all documents in the col-
lection, often weighted in some way. For the sake of efficiency, the term
document matrix is not stored as a dense array, but in the inverted index,
which can be conceived of as essentially a hash table that maps each index
term to a posting list of documents containing that term. Along with iden-
tifiers of included documents, the posting list contains the corresponding
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element of the document-term matrix for that particular pair of index term
and document (if it is nonzero).

As noted, the inverted index enables the efficient evaluation of the scor-
ing function at retrieval time. How exactly this is done depends on the re-
trieval model used; exactly defined the term refers to the scoring function
plus the set of theoretical assumptions on which it is based [53]. However,
in practice, the terms retrieval model and scoring function are often used
interchangeably, and for the remainder of this dissertation there won’t be
much need to distinguish between them. Important to note, however, is the
fact that a rich diversity of retrieval models (and associated scoring func-
tions) have been proposed: for instance, the Booleanmodel onlymakes a bi-
nary distinction between relevance and non-relevance of documents to the
query; the vector space model is based on the idea of ranking documents by
increasing distance (or decreasing similarity) of their vector space represen-
tations from that of the query; the bustling class of probabilistic models—
named for the underlying probability ranking principle [130, 165]—aims
to approximate the probability that a document is relevant to the current
query; query likelihood models rank documents by the probability that the
query would be generated by a language model of the document [53].

At querying time, most retrieval models evaluate a sum over all query
terms for each document found in those terms’ posting lists. This can be
illustrated with the following extremely basic scoring function, that simply
ranks documents based on how often they contain the query terms:

TF(q, d) =
n∑

i=1

tf (qi, d)

In this, n refers to the number of terms in the query q, and tf (t, d) returns
the number of times a term t occurs in document d—i.e., the term frequency.
As it turns out, TF is not very effective at ranking, because not all terms in
an index vocabulary are equally important to matching the query; in gen-
eral, the more documents of a collection contain a term t—i.e., the higher its
document frequency—the less specific t is, and the less useful for distinguish-
ing documents that are relevant to a given query from those that are not.
Based on this reasoning, Spärck Jones [177] proposed the inverse document
frequency (idf ) term weighting scheme in 1972, which in its most basic for-
mulation is computed as the logarithm of the inverse fraction of the number
of documents in the collection that contain a given term t:

idf (t) = log
|D|

|{d ∈ D : t ∈ d}|
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A basic idf weighted scoring function could be operationalized as follows:

TF-IDF(q, d) =
n∑

i=1

idf (qi) · tf (qi, d)

Both TF and TF-IDF can be derived from the aforementioned vector space
model based on the cosine similarity between the (in the latter case, idf

weighted) term frequency vectors of the query and the document. By con-
trast, the BM25 scoring function, designed by Robertson and Walker [164],
implements a probabilistic retrieval model, i.e., it is intended to score doc-
uments based on how likely they are to be relevant to the query. The BM25

scoring function still has some practical importance today, and has had a lot
of impact on how ranking is done in commercial search engines [53]. Com-
pared to TF-IDF, the most important addition is a document length nor-
malization term for the tf component—this aims to correct for the higher
chance that longer documents have to contain a query term by random
chance alone. One common formulation of BM25 is given as follows [130]:

BM25(q, d) =

n∑
i=1

idf (qi) ·
tf (qi, d) · (k1 + 1)

tf (qi, d) + k1 ·
(

1− b+ b · |d|avgdl

)
Here, |d| is the length of the document to be scored, and avgdl is the av-
erage document length across the entire collection. The constants k1 and b
are free tuning parameters: k1 controls the influence of term frequency: at
the extreme of k1 = 0, term frequency is ignored, and only (idf weighted)
binary term occurrence is considered, higher values increase the influence
of term frequency over specificity; the parameter b controls how much the
term frequency component is scaled by document length. The empirically
determined values 1.2 ≤ k1 ≤ 2 and b = 0.75 are often used in practice [130].

Note that the choice of information stored at indexing time controls what
retrieval models can be evaluated at querying time; multiple document rep-
resentations in one index are possible, and often necessary, as are support-
ing data structures for additional term and collection statistics: for instance,
when using only the TF-IDF scoring function, it’s possible to store pre-
computed tf ·idf values directly in the index postings. On the other hand,
to support also BM25, the postings must contain tf values, in addition to
separate data structures storing the idf values of the index terms, as well as
the |d| and avgdl values of the documents. The latter index variant can also
be used for TF-IDF with only slightly more computation at querying time.

Like BM25, most retrieval functions require some degree of experimen-
tation to identify useful parameter settings, as does the question of how dif-
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ferent retrieval models compare to each other. Consequently, a framework
for the efficient evaluation of retrieval systems had to be developed.

2.1.2 Retrieval Evaluation

As the previous section has shown, there is a rather large parameter space
when it comes to the question of how exactly the documents returned for
a query should be ranked. One way to test the goodness of retrieval func-
tions is to have humans use a retrieval system for their daily tasks, and rate
the quality of the results. However, this is not practical for at least two rea-
sons: it would be prohibitively costly in terms of time and resources, and
the evaluation results for different systems would likely not be comparable,
since user’s real-world information needs tend to vary. While many kinds
of interesting experiments are in fact not possible without a human in the
loop (see Chapter 3), the large parameter spaces of retrieval functions can
be explored in a productivewaywith the help of a standardized, automated
evaluation procedure.

Such a standard evaluation setting first emerged from the Cranfield ex-
periments in the 1960s [163], and has been firmly established by the Text
REtrieval Conference (TREC). It comprises a fixed document collection, a
set of pre-defined topics or queries, and a set of relevance judgments (ei-
ther binary or graded) for a subset of the possible query-document pairs,
done by expert assessors. A retrieval system under consideration returns a
ranked list of collection documents for each query; based on the relevance
judgments, the quality of the ranked list is then computed in terms of an
evaluation measure. To keep the relevance judgment effort manageable,
typically only documents returned near the top of the ranking by some re-
trieval system are judged by TREC assessors at all, but those judgments can
be reused to benefit future experiments. While the initial creation of the
document collection, topics and (especially) relevance judgments is costly,
retrieval systems can be quickly re-evaluated without much further human
intervention once this infrastructure is in place. Since the early 1990s, the
evaluation effort at TREC has yielded several large-scale test environments
for this purpose [10].

Given the test environment with collection, queries, and relevance judg-
ments, a wide variety of different evaluation measures have been proposed
to actually measure the quality of rankings (cf. Manning et al. [130]). For
standard ranked retrievalwith a single query evaluated in isolation, the nor-
malized discounted cumulative gain (nDCG) has beenwidely adopted, and
shall serve as an example here. Given a ranked result list, the discounted
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cumulative gain at rank k is computed as follows:

DCGk =
k∑

i=1

2reli − 1

log2(i+ 1)

According to the parameter k, the top k ranks of the ranking under scrutiny
are evaluated. Here, reli—the relevance judgment for the ith element of
the ranked result list—is a numerical value, with higher values represent-
ing higher degrees of relevance to the query. Different rating scales have
been used, including a binary rating (1 for relevant, 0 for not relevant), and
a six-point Likert scale distinguishing spam (-2 and -1, not relevant to any
reasonable query), not relevant (0, possibly relevant for a different query),
relevant (1–2) and key (3) documents. Discounted by the denominator term,
which diminishes the contribution of later ranks, these values are summed
over the result list up to a maximal considered rank k. In order to allow
comparison and aggregation across multiple queries (possibly with differ-
ent numbers of relevant results), the nDCGk is obtained as the ratio of this
DCGk to the (ideal) iDCGk—i.e., the DCGk of the same set of documents
sorted by descending relevance.

Many different document collections with steadily increasing sizes have
been used in evaluation efforts over the years; due to their particular rel-
evance to Chapters 3 and 5, we specifically highlight the ClueWeb09 and
ClueWeb12web crawls, which have been used in the TRECweb tracks 2009–
12, and 2013–14, respectively. ClueWeb09 consists of 1 billion web pages in
ten different languages, and ClueWeb12 of 730 million English pages; as
such, both provide a realistic, web-scale setting for retrieval experiments.

Having covered the basic background on the retrieval systems side, the
following sections will move on to the user side of the information retrieval
process, before gradually returning more to systems, and eventually re-
trieval theory, in Sections 2.4 and 2.5. The remainder of this chapter as-
pires to tie together a wide range of diverse research reaching back several
decades. In support, Figure 2.2 presents a road map of related work since
1990, and places this dissertation’s own contributions in context. The ver-
tical axis is arranged by date of publication, with the most recent placed
at the top. Conversely, the horizontal axis orders works by their user- or
system-oriented focus: works placed to the left of the y-axis make theoret-
ical contributions to understanding user goals and tasks, or more practi-
cal observations in concrete experiments; to the right, the figure highlights
works focused on retrieval systems, and includes theoretical works on re-
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trieval models and axioms, as well as proposals of concrete retrieval system
components. An attempt is made to classify each included work in terms
of its primary contribution to research, but it should be noted that this (as
well as the exact placement along the x-axis) is often subjective.

2.2 Understanding and Supporting Web Search Tasks

Human information needs—and the processes bywhich they are expressed
to retrieval systems—have been the subject of information science research
for at least half a century. Inquiries by Taylor [185] and contemporaries
brought the concept of the information need—as distinct from and causally
preceding the query that is entered into an information system—into focus
as early as the 1960s. Attempts to model and formally describe the process
of human information seeking abound in the information science literature:
for instance, Huurdeman and Kamps [92] mention Ellis’s [66] behavioral
model of information seeking—formulated in 1989—as an early example.
Vakkari’s [190] model of the task based information retrieval process is no-
table in this context, for its particular relevance to the present work, and
is itself an extension of Kuhlthau’s [110] earlier user-focused model of the
search process. Vakkari points out the importance of finding a focus in the
task-based search process, and thus distinguishes three phases in task based
information retrieval—namely the pre-focus, focus-formulation, and post-
focus stages, which are characterised by increasingly directed and specific
information needs (cf. also the sense-making model [60]).

Recent work by Moshfeghi and Pollick [140] has attempted to identify
physical evidence of neural state transitions during information seeking us-
ing functional Magnetic Resonance Imaging (fMRI) by directly observing
the brain activity of persons engaged in information seeking tasks; since
current fMRI scanners impose rather strict limitations on the hardware that
can be usedwithin (and thus on the possible retrieval tasks that can be stud-
ied), this work is still in an early stage.

The larger tasks motivating searchers’ information needs were hardly
studied systematically until the 21st century [189], and tasks in the con-
text of information retrieval have since been interpreted at multiple levels
of granularity: a person’s work function may give rise to several distinct
work tasks, which can be recursively composed of subtasks in turn, and can
be specified either in terms of constraints, or instructions [197]; those work
tasks that require information not currently at hand may effect search tasks
that involve a retrieval system [36].
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Figure 2.2: A selection of the relevant literature on task-based web search, context,
and retrieval enhancement by time of publication and user-oriented versus system-
oriented focus. Each entry is annotated with its primary research contribution(s).
Own works are highlighted with a dark background.
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2.2.1 Closed-ended and Open-ended Search Tasks

Many taxonomies of search tasks have been proposed, such as the popu-
lar distinction between informational, transactional, and navigational tasks
of Broder [28]. In summarizing nearly a dozen such schemes, Toms [189]
identifies a common fundamental distinction between just two core types,
corresponding (but not unique) to Marchionini’s [133] dichotomy between
closed-ended and open-ended tasks. Closed-ended tasks seek a specific
fact, item, or information object, whereas open-ended tasks do not neces-
sarily have a clear goal at the outset; open-ended tasks’ goals may come
into focus, and evolve, over the course of the search. For example, compare
the search for a famous person’s date of birth with that for the best accom-
modation for an upcoming trip: in the latter case, the sought hotel rating,
accommodation type, or even the destination of the trip may change as the
searcher learns about prices and availability. Open-ended tasks are often
referred to as exploratory search since they do not necessarily lead to only
one correct answer, but help to build a mental model of a topic [192].

To date, the most comprehensive overview of research on exploratory
search systems is that of White and Roth [207]. More recent contributions
not covered in this body of work include the approaches proposed by Mor-
ris et al. [138], Bozzon et al. [27], Cartright et al. [43], and Bron et al. [30].
Exploratory search is studied also within contextual IR and interactive IR,
as well as across disciplines, including human computer interaction, infor-
mation visualization, and knowledge management.

White and Roth [207] describe exploratory search as an iterative, multi-
tactical process, where the user explores the information space as exten-
sively as necessary to fulfill an open-ended information need. Closed-
ended searchersmay iteratively refine their queries aswell, but they usually
zero in on a specific, targeted piece of information. Exploratory searchers,
instead, explore the information space extensively; while examining search
results, they obtain clues for their next steps [209]. The challenge of ex-
ploratory search is to design retrieval models that support users in these
tasks. Web search engines are typically tuned towards precision, which
limits the chance of finding loosely related information. But exploratory
search is more recall-oriented [133]. This can be supported via rapid query
refinement in the early phase of a search [205], supporting facets such as
search result clustering [181], and leveraging the searcher’s context, e.g.,
via pseudo-relevance feedback [215]. Chapter 3 studies the task of writing
an essay on a given topic, which is open-ended and exploratory.
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2.2.2 Query Logs for Understanding Search Tasks

The query logs of search engine users are a valuable resource to study
their tasks, goals, and the processes by which they achieve them. How-
ever, Kurth [113] argued early on that no measure that can be derived from
user interactions alone explains the user’s intentions. Researchers neverthe-
less rely on such measures for lack of a better alternative. Typical measures
found in the literature include the number of queries submitted by a user,
the average number of terms and clicks per query, and the time between
query and first click [8]. Log analyses often measure further attributes from
a more global context, such as the number of physical sessions to complete
a task. Machine learning algorithms then exploit a wide range of such and
similar measures [1, 2, 23, 40, 147]. For example, Agichtein et al. [2] predict
whether a user is likely to resume a suspended session within the next few
days. After determining the dominant topic of the majority of the queries
using data from the Open Directory Project, their approach is able to auto-
matically decide for each query whether it is related to the task or not.

While log analyses have been conducted for a long time, exploratory
search has shifted into focus only recently: to the best of the author’s knowl-
edge, Qu and Furnas [159] were the first to design a corresponding study.
Based on the sense-making model [59, 167], they studied the relation be-
tween information seeking and construction of a mental representation. In
this regard, not only the interactions of their 30 participants with the search
system were recorded, but participants were also asked to prepare an out-
line for a 1-hour talk. Interestingly, Qu and Furnas found that the resulting
talk structure strongly correlated with that of the participant’s bookmark
folders. Human judges rated the topical similarity between consecutive
queries and assigned each query to one of the bookmark folders. Qu and
Furnas visualized this information on a timeline to showwhenwhich query
occurred, which folder it referred to, and which web page was bookmarked
in this context. The visualizations for all 30 subjects reveal the influence of
emerging structure on the following search. Moreover, 14 out of 30 partici-
pants used their folder structure as a roadmap for subsequent search. The
authors conclude that search engines should support users, for instance, by
analyzing the structure of their bookmark folders.

Vakkari and Huuskonen [193] designed a study that concentrates on the
search process, especially the effort that users put into the search, and how
it is interlinked with the task outcome. Within the scope of a term’s course,
medical students were asked to find information with a domain-specific
search engine in order to write an essay on a medical topic. The search log
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interactions were examined with respect to the applied search tactics (nar-
rowing and broadening of queries, use of logical operators, etc.) and ef-
fort variables (like number of sessions or the number of read, but not cited
articles). The essays’ grades as awarded by the course’s instructors were
used as a performance measure for task outcome. Vakkari and Huuskonen
show several interesting relationships between search process, output and
outcome variables. They report a negative correlation between diversity of
queries, search engine precision, and essay scores: the broader the queries
were formulated, the lower the system’s precision, yet the higher the essay
scores. A similar correlation was observed for search effort: the more ses-
sions a student needed to write the essay, the lower was the system’s overall
precision because of the larger result set, but the higher was the quality of
the essay.

In a similar vein, Liu et al. [122] investigated the association between
newspaper article writing and information search in a study with 24 under-
graduate students. The participants worked on one of two writing tasks,
with intermediate stages of task completion recorded at the end of each
of three sessions. A potential source of data for the purpose of assessing
current exploratory search behavior is to detect exploratory search tasks
within raw search engine logs, such as the 2006 AOL query log [150]. How-
ever, most session detection algorithms deal with short term tasks only and
the few algorithms that aim to detect longer searchmissions still have prob-
lemswhen detecting interesting semantic connections of intertwined search
tasks [79, 99, 124]. Kules and Capra [111] manually identified exploratory
tasks from raw query logs on a small scale; most of the identified tasks
turned out to involve writing on a given subject. Inspired in part by this
insight, the dataset described in Chapter 3 models exploratory tasks via es-
say writing on an assigned topic.

Chapter 4 of this dissertation describes extensive experimentswith query
log data spanning one year. Up to today there are only few studies dealing
with query data stretching over such long periods. Richardson [162] ex-
plores the long-term dependencies of users’ intents and preferences based
on a one-year log of millions of users. He concludes that the analysis of user
behavior based on such long periods can uncover information not present in
shorter logs, and as such be of interest not only for information retrieval, but
also for social sciences, psychology, market research, and medical studies.
Note that in contrast to Richardson’s study, we aim at analyzing question
queries in particular, but still the dimensions of the employed log data are
comparable. The aforementionedwork byPang andKumar [149] also draws
conclusions based on the analysis of an annual search log, but other studies
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used much smaller logs. Beitzel et al. [18] explore the topical structure of
a six month query log and Liu et al. [119] track user behavior based on log
excerpts spanning two weeks in three subsequent years.

Topical categorization of large query logs can provide high-level insights
into the spectrum of user interests and their dynamics. Spink et al. [179]
manually label several thousand queries from a search log in an attempt to
study user interests. Later, Beitzel et al. [18] automatically match queries
against manually compiled topical word lists, classifying 13% of a search
engine’s query stream. A bootstrapping of this method based on word-
category distributions yields an improved recall [19] but still low coverage.
In a fully automatic large-scale analysis, Bar-Ilan et al. [15] perform a topical
classification of the AOL and MSR logs using an SVM classifier over query
word uni- and bigrams.

2.2.3 Questions and Question Answering

Traditionally, the information retrieval subfield of question answering (QA)
has dealt with information needs expressed as natural language ques-
tions, with emphasis on fact-seeking inquiries, or factoids (e.g., [what is the

german population?]. Automatic question classification within QA gener-
ally aims at obtaining the expected answer type (e.g., numeric value, loca-
tion, person, etc.), rather than the question topic. Implicit topical analysis
is left up to the IR-component of a QA system. This is true both for early
work [118] and for more recent approaches that employ deeper and more
comprehensive analyses [114].

Question queries have been the subject of dedicated search log stud-
ies [178] and have been analyzed in the context of long queries [22]. Pang
and Kumar [149] draw attention to the phenomenon of question queries in
search engine logs, describe their structural and statistical characteristics,
and show that the share of these queries grows. Verberne et al. [196] exam-
ine how well web search engines answer causal why-questions and show
room for improvement. Xue et al. [218] analyze question reformulation pat-
terns in search query logs and show that automatic question rewriting can
potentially lead to improved search results. A more recent longitudinal
study on the evolution of user behavior shows questions as an important
part [119]. All authors agree that how-to-questions are the most popular,
which demonstrates a new direction in comparison to the factoids covered
in “classical” question answering. The authors also note that the search
results for question queries are usually worse than for the corresponding
keyword queries expressing the same information need [11, 22, 149].
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The spread of community question answering (CQA) services such as Ya-
hoo! Answers provides a parallel setting in which to study question-asking
behavior on the web. CQA sites allow users to pose questions to other com-
munity members, to answer questions, rate questions and answers, and re-
ceive feedback. The services are quite popular and have collected a vast
amount of content in the form of questions and answers that is being in-
dexed by major search engines. The odds are high that a question a user
has in mind has already been asked by someone before and can be found
through search engines. There are several studies conducted on the inter-
section of web search and CQA. Weber et al. [204] aim at finding answers
(tips) to web queries with how-to intent (not necessarily expressed as well-
formed how-to questions) in Yahoo! Answers archives. Liu et al. [121] evalu-
ate the utility of existing CQA answers in web search scenarios. In a follow-
up study [122] the authors track users, who follow up web searching with
asking a question on a CQA platform. Two studies [62, 222] propose meth-
ods to generate natural-language questions suitable for posting on a CQA
service based on keyword queries issued by the user. In contrast to these
studies, the study described in Chapter 4 does not aim to develop methods
that provide better answers to questions or that recommend CQA items to
the users. Instead, we target the topical categorization of questions on the
scale of a year; the results might then improve retrieval systems, as is pro-
posed in some studies [41, 63].

The Topical categorization of questions posted on CQA services is the
subject of several studies. For instance, Li et al. [116] suggest to use topic
information in a question routing task (i.e., delivering newly posted ques-
tions to potential answerers). While this use case is rather different from
ours, the study ofQu et al. [158]who investigate the contribution of different
components to question classification quality (machine learning methods,
n-gram features, data fields, and training sample size) is closer to our set-
ting. We incorporate several of their findings in one of our methods using
bag-of-words features. Chan et al. [44] apply a set of kernels correspond-
ing to different aspects of questions to hierarchical question classification.
Since we are interested in a rather broad, non-nested category scheme that
can be used in the actual retrieval process, we do not aim for any hierarchy.
Cai et al. [38] propose to enrich CQA questions with Wikipedia entries as a
means to counter the sparseness problem discussed above.
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2.2.4 Success Criteria: Search Output versus Task Outcome

As noted in Section 2.1.2, retrieval systems are traditionally evaluated in a
way that rewards putting known-relevant documents near the top of the
result list above all else. Performance metrics like nDCG measure the pre-
cision of the top ranks in the result list, and retrieval systems optimized
against such metrics hence tend to better support precision-oriented rather
than recall-oriented tasks. In this sense, Vakkari [192] differentiates be-
tween evaluating search engine output—the precision of a result list with re-
gard to the submitted query—and task outcome, which describes how well
the system supported the user in fulfilling the task. A high precision does
not necessarily lead to good overall task performance, as open-ended search
tasks tend to be more recall-oriented.

In a 2010 study, Egusa et al. [65] asked 35 undergraduate students to pro-
duce a concept map of their understanding of a given topic before and af-
ter searching. A concept map is a graph consisting of named entities and
labeled connections between them. Egusa et al. analyze the differences be-
tween the before- and after-maps to measure the effectiveness of the search.
This serves as an example of how task outcome based measures can go be-
yond traditional IR measures in assessing not only precision but also the
benefit a user has from a set of search results [207]. At the same time, this
example illustrates the much greater difficulty in operationalizing task out-
come based measures—concept maps can only be obtained by asking users
directly, whereas a large body of literature deals with obtaining relevance
feedback implicitly (cf. Section 2.3).

Egusa et al. performed their experiments on only two broad (i.e., open-
ended) topics, namely “Politics” and “Media.” The task was to find and
compare different opinions about these topics. The before- and after-maps
were analyzed with respect to the number of kept, discarded and inserted
nodes, links and labels. Among other findings, nearly as many deletions
as insertions occurred. This indicates that people not only gather new in-
formation while exploring a topic but also adjust their existing knowledge.
However, the authors conclude that applying descriptive statistics on con-
cept maps cannot serve as a measure for the performance of an exploratory
search system. They argue that one has to conduct more qualitative analy-
ses of the described concepts and users’ searching behavior.

In general, White and Roth [207] cast doubts on the appropriateness of
traditional measures of IR performance based on retrieval accuracy—and
the evaluation paradigms discussed in Section 2.1.2—for the evaluation of
exploratory search systems. They argue for the inclusion of naturalistic lon-
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gitudinal studies in exploratory search evaluation settings, and expect sim-
ulations based on interaction logs—while they can bridge the gap to tradi-
tional evaluation paradigms—to only work in some cases. The necessity of
user studies makes evaluations cumbersome and, above all, expensive. To
help overcome the outlined difficulties, Chapter 3 wants to provide part of
the solution (a decent corpus) by compiling a solid database of exploratory
search behavior, which researchers may use for comparison purposes as
well as for bootstrapping simulations.

Regarding standardized resources to evaluate open-ended and ex-
ploratory search tasks, hardly any have been published up to now.
White et al. [208] dedicated a workshop to evaluating exploratory search
systems in which requirements, methodologies, as well as some tools have
been proposed. Yet, later on, White and Roth [207] found out that still
no “methodological rigor” has been reached—a situation which has not
changed much until today. The departure from traditional evaluation
methodologies (such as the Cranfield paradigm) and resources (especially
those employed at TREC) has lead researchers to devise ad-hoc evaluations
which are mostly incomparable across papers and which cannot be repro-
duced easily.

2.2.5 Usefulness of Search Results

In assessing information retrieval effectiveness, the value of search results
to users has gained popularity as a metric of retrieval success. Supplement-
ing established effectiveness indicators like topical relevance [20, 90, 95], the
worth [51], utility [90], or usefulness [20] of information depends on the de-
gree to which it contributes to accomplishing a larger task that triggered the
use of the search system [51, 90, 191]. Despite the growing interest in infor-
mation usefulness as a retrieval success indicator, only a handful of stud-
ies have emerged so far, and they typically focus on perceived usefulness
rather than on the actual usage of information from search results. Even
fewer studies explore the associations between user behavior and informa-
tion usage during task-based search. The lack of contributions towards this
important problem arises from the difficulty of measuring the usefulness of
a search result for a given task in a laboratory setting.

In order to help their users achieve a favorable task outcome, retrieval
systems need to surface search results that are useful, and search results are
useful if the information they contain contributes to the user’s task [191].
Users are expected to click, scan, and read documents to identify useful
pieces of information for immediate or later use [220]. Only a few studies
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on the usefulness of search results focus on predicting the usefulness for
some task [102, 120, 122, 132]; most others are more interested in compar-
ing expert assessors’ topical relevance and usefulness judgments to users’
usefulness judgments.

Different studies from this latter group report rather mixed findings, but
as a general trend tend to find inconsistencies between usefulness and rele-
vance judgments. Kim et al. [105] compared binary usefulness assessments
of results from users searching the web to relevance assessments of the
same results by trained assessors. With decreasing relevance, judges clas-
sified an increasing proportion of results inconsistently with users. Mao
et al. [131] made consistent observations, finding a low correlation between
users’ usefulness assessments and judges’ relevance assessments, as well
as between users’ and judges’ usefulness assessments. By contrast, Jiang
et al. [96] obtained topical relevance and usefulness assessments of search
results clicked by users for various types of search tasks. They found a high
correlation between in situ usefulness assessments on the one hand, and
post-session topical relevance and usefulness assessments on the other.

In most cases, usefulness is operationalized as perceived by users, rather
than in terms of the actual usage of information. For instance, Kelly and
Belkin [102] explored the association between documents’ display time and
their usefulness during a fourteen-week study on seven PhD students’ real-
world search tasks. Here, usefulness was operationalized as the degree of
users’ belief how helpful the document was, as reported via a tailor-made
evaluation interface. The study found no association between usefulness
and dwell time, regardless of the task type. In a similar vein, Liu and Belkin
[120] studied whether the time spent on a clicked document was associated
with its perceived usefulness for writing a journalistic article and—contrary
to Kelly and Belkin—found a positive association between the dwell time on
a document and its usefulness assessment. Users typically moved back and
forth between the text they produced and the document informing their
writing.

Liu et al. [122] later modeled users’ search behavior for predicting the
usefulness of documents: they had users assess the usefulness of each saved
page for an information gathering task, and employed binary recursive par-
titioning to identify the most important predictors of usefulness. In an as-
cending order, dwell time ondocuments, time to the first click, and the num-
ber of visits on a page were the most important predictors—the longer the
dwell time, the more visits on a page and the shorter the time to first click,
the more useful the page.
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Mao et al. [132] recently modeled the usefulness of documents for an-
swering short questions by content, context, and behavioral factors, where
usefulness was measured on a four-point scale. They found that behav-
ioral factors were themost important in determining usefulness judgments,
followed by content and context factors: the perceived usefulness of docu-
ments was positively correlated with dwell time and similarity to the an-
swer, and negatively with the number of previously visited documents.

By comparison, Ahn [3] and He [88] evaluated the actual usefulness of
retrieved information by measuring to what extent search systems sup-
port finding, collecting and organizing text extracts to help answer ques-
tions in intelligence tasks, with experts assessing the utility of each extract.
Sakai and Dou [168] proposed a retrieval evaluation measure based on the
amount of text read by the user while examining search results, presuming
this text is used for some purpose during the search session.

2.3 Context and Relevance Feedback

Aside from information needs expressed explicitly in the form of queries or
questions, modern information retrieval systems also take implicit informa-
tion about the user’s task and its context into account. The use of such infor-
mation has been referred to by various names in the literature—including
implicit relevance feedback [103] or contextual search [129].

Kelly and Teevan [103] present a detailed review of the literature (as of
2003) on implicit relevance feedback, along with a classification of the user
behaviors that serve as sources of context information, along the axes behav-
ior category and the minimum scope to which the behavior applies. Their
categorization is reproduced in Table 2.1 where the more general terminol-
ogy of the original has been replaced by terms specific to the text retrieval
that is the focus of the presentwork. Kelly and Teevan sorted the vastmajor-
ity of existing research at the time into the “Examine–Document” cell in the
table, as this is where SERP clicks are found. Arguably, clickstream logs are
still the most common type of relevance feedback information used today.

A more recent literature review by Maguitman [129] completes the pic-
ture; here, the categorization of contextual data is primarily into long- and
short-term context, i.e., those relating to a persistent user profile versus to
the current task. Uses of contextual data are noted as those related to query
expansion, refinement and disambiguation, as well as to filtering and re-
ranking results or routing to specialized search indexes (i.e., vertical search).
Maguitman focuses in large part on retrieval systems that have incorporated
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Table 2.1: Classification of user behaviors that can serve as a source of context for
implicit relevance feedback. Adapted from Kelly and Teevan [103].

Minimum Scope
Passage Document Collection

Be
ha

vi
or

C
at
eg

or
y

Examine View,
Listen,
Scroll,
Find,
Query

Select (Click) Browse

Retain Print Bookmark,
Save,
Delete,
Purchase,
Email

Subscribe

Reference Copy-and-Paste,
Quote

Forward,
Reply,
Link,
Cite

Annotate Mark up Rate,
Publish

Organize

Create Type,
Edit

Author

contextual information, and presents a historical overview of such systems.
The following reproduces a small selection of the works mentioned by Ma-
guitman; Figure 2.2 shows them in context, along with works displaying a
more user-oriented or theoretical focus.

Among the earliest known general-purpose context-based retrieval sys-
tems are the WebWatcher and Syskill & Webert systems, presented by Arm-
strong et al. [9] (with a follow-up work by Joachims et al. [98]) and Pazzani
et al. [151], respectively, in the mid-1990s. Those systems and their contem-
poraries tended to rely on users explicitly specifying preferences, or anno-
tating search results with respect to their usefulness, rather than on observ-
ing implicit feedback signals. However, an earlier user study byMorita and
Shinoda [137] already put forward the idea of monitoring user behavior in
the background, and thus transparently capturing features predicting—in
this case—the user’s interest in online news items. Contemporary user stud-
ies such as the one by Koenemann and Belkin [107] began to systematically
test the effectiveness of relevance feedback facilities.

Watson, proposed by Budzik and Hammond [33] in 1999, is an early in-
formation system targeting the support of users during writing tasks, by
recommending URLs to visit based on the text the user is typing (anticipat-
ing an information need before it is stated explicitly); as such, this system
is similar in its aim to the research presented in Chapter 3. A range of con-



32 2.4 Retrieval Enhancement

temporary works from the area of user interface design, including Context
Toolkit [169], SUITOR [128] and CALVIN [115], explored ways in which con-
text information can be unobtrusively collected in the backgroundwhile the
user is performing some information intensive task. At least tangentially re-
lated are information recommendations systems like CiteSeer, proposed by
Bollacker et al. [26]. A wide variety of subsequent works build upon this
group of early adaptive systems; such as the HUMOS/WIFS system pre-
sented by Micarelli and Sciarrone [136].

Kelly and Belkin [102] study the effectiveness of using display time (or
dwell time) as an implicit relevance feedback signal in a longitudinal user
study. While dwell time had been identified as a useful implicit feedback
signal in prior decades, and was actively being exploited by commercial
search engines at this point, this was the first study to take the user’s cur-
rent information seeking task into account. Kelly and Belkin found a more
complex relationship between display time and relevance than previously
assumed, which is mediated by task effects.

White et al. [210] present a model of user interest to improve web-
site suggestion, which allows aggregating various categories of context
information—e.g., recent and long-term interactions of the user, interac-
tions of other users, or properties of the collection—into a unified model
that predicts future user interests. Follow-up work extends this to short-
term interests, i.e. related to the current task or session [211].

2.4 Retrieval Enhancement

There are several stages in the process of generating a retrieval system’s an-
swer to a task-based query where contextual information about the user’s
task can be integrated (refer to the lower half of Figure 1.1 on page 3). In the
following, two contextual retrieval enhancement strategies—query prepro-
cessing, and result set postprocessing—will be briefly reviewed. Later on,
Chapters 4 and 5 will present own contributions to the respective problem
areas.

2.4.1 Query Preprocessing and Categorization

Retrieval systems tend to perform poorly for long-tail queries: while a rich
set of implicit relevance feedback data can be called upon to improve results
if the query has been submitted bymany users in the past, this is not the case
if a query is rare or even unique. One option to improve the search results
for under-resourced queries is to preprocess the query before further han-
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dling by the retrieval system. This encompasses techniques such as query
understanding [54], query spelling correction [83], query expansion [85],
query segmentation [78], and query categorization or classification. Due to
its relevance to the contributions of this dissertation in general (and Chap-
ter 4 in particular), the following exposition will focus on the latter tech-
nique as applied to question queries—a particular class of under-resourced
queries.

Query categorization allows the retrieval system to account not only for
the query’s terms, but also its topic. The technique has benefited general
search [14], query disambiguation and routing to vertical search [117], and
search advertising [29]. The main difficulty in query classification is data
sparseness: the short query strings. Search queries contain around three
words on average [22, 150]; while question queries studied in Chapter 4
are somewhat longer—around six to seven words, according to different
studies [122, 149]—they are still much shorter than web documents.

The data sparseness problem is usually addressed by enriching queries
with additional information and performing the classification on these aug-
mented representations. Queries are categorized based on the category la-
bels of documents returned by a search engine [29] or are enriched by the
search results containing document titles and snippets [172]. Bailey and
coauthors [14] classify long queries with sparse user interaction data by
matching them against shorter andmore popular queries categorized based
on past users’ behavior. Li et al. [117] suggest to substantially expand the set
of labeled queries using click-through information: user clicks on the same
link returned for different queries are considered as a similarity indicator.
Thus, iterative propagation of category labels from seed queries along click
edges through co-clicked documents to unlabeled queries allows expand-
ing the initial training set by several orders of magnitude.

Note that, to be practically applicable, all three approaches require the
availability of search log information. In case of click-through information
this is rather obvious. In case of using returned results or titles and snip-
pets for categorization, the classification can be accounted for in a second
retrieval run or performed off-line and then applied on-the-fly if the query
appears again.

2.4.2 Result Set Postprocessing

Aside from preprocessing the query, context information can be incorpo-
rated, and retrieval performance enhanced, by modifying the result rank-
ing. To this end, the retrieval system takes a top-k result set and reorders
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Figure 2.3: Pointwise, pairwise, and listwise learning-to-rank approaches: Given
an initial top-k result set, (1) predict a relevance score independently for each in-
dividual document, (2) predict a ranking preference for each pair, or (3) directly
optimize a permutation of the whole ranking.

or otherwise modifies it, so as to better reflect the anticipated usefulness
based on the query, the characteristics of the result documents themselves,
and any available context information. Postprocessing can be understood
to encompass techniques like search result clustering [182] that affect pri-
marily the way the search results are presented to the user, but in the what
follows, we focus on those techniques that affect the ranking itself.

In this sense, the relevant result set postprocessing ideas were developed
primarily in the learning-to-rank domain. There, the goal is to rank docu-
ments based on machine learning algorithms [123]. In general, three dif-
ferent approaches can be distinguished: pointwise, pairwise, and listwise
ranking (Figure 2.3). In the pointwise approach, machine learningmethods
predict the rank for each document based on document-individual feature
values. The pairwise approach instead uses pairs of documents to predict
a ranking preferences for each pair [97]. The listwise approach does not
learn a ranking function for individual documents or pairs but processes
entire result lists. Independent of the employed learning approach, most
learning-to-rank systems are built on top of a basis retrieval model: An ini-
tial document set, typically consisting of the basis model’s top-k results, is
retrieved and then re-ranked using the learned ranking method.

There are many directions for improving rankings in a learning-to-rank
style. For example search engine logs provide a lot of implicit information
that can be used to inform the learning process. Radlinski and Joachims
[160] describe a learning-to-rank system that exploits click-through data in
such a way. The technique described in Chapter 5, due to a lack of large
click logs available for training, sticks to explicit feedback from the TREC
relevance judgments for training. At first sight this may appear related to
an approach of Veloso et al. [195] who use data mining techniques to learn
association rules based on relevance judgments. However, instead of learn-
ing association rules, we take the set of axioms as given and learn only their
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importance by inferring an aggregation function. Our idea of training dif-
ferent axiomatic rankers while optimizing the target performance measure
of nDCG10 is inspired by the AdaRank framework [216] that also directly
optimizes the performance measure instead of classification errors.

Due to the complexity of machine learned ranking models, learning to
rank approaches typically follow a two-step approach in order to guaran-
tee a fast system response: rather than ranking all documents in the index
using the complex learned ranking function, a simple base retrieval model
is used to retrieve an initial top-k result set, which is then re-ranked with
the learned ranking model [39]. In this sense, the approach described in
Chapter 5 of this dissertation is similar to a learning-to-rank approach, as
well. However, rather than feedback signals from the query log, the focus is
on incorporating theoretical insights on ranking functions into the retrieval
process in a principled way. This approach is inspired by the ideas from
axiomatic information retrieval outlined in the following section.

2.5 Axiomatic Ideas in Information Retrieval

As noted in Section 2.1, a wide variety of functions have been proposed
to score the documents of a collection for ranking with respect to a query,
with more or less solid theoretical foundations: some scoring functions
are derived from a retrieval model prescribing how documents should be
matched to queries, others are discovered via empirical experimentation,
and often it’s a mix of both. This section gives a brief outline of the sub-
field of axiomatic information retrieval, which approaches the search for
a good scoring function from a different direction: axiomatic practitioners
define first principles (i.e., axioms) that formally describe desirable prop-
erties of a good result ranking; from the axioms, new scoring functions (or
improvements to existing ones) can be derived that guarantee these proper-
ties. Axioms for information retrieval play a rather “theoretical” role so far.
Most of the respective studies focus on the question of whether the results
of known retrieval models are in accordance with specific reasonable ax-
ioms that formalize ranking preferences. Using the theoretical ideas in this
section as a starting point, Chapter 5 of this dissertation proposes a way
of postprocessing result rankings at retrieval time—incorporating all of the
known axioms in one retrieval system, with the possibility of adding new
axioms in the future.
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2.5.1 From Early to Modern Axiomatic IR

The earliest studies of axioms in the context of information retrieval date
back more than 30 years now [32, 134, 135]. One of the first published ideas
that can be considered “axiomatic” is a retrieval system based on produc-
tion rules from artificial intelligence by McCune et al. [134], which led to
some improvements over a simple Boolean model. Another approach us-
ingmore formal rules (again, these could be viewed as axioms) is presented
byMeghini et al. [135], who use terminological logics for building a retrieval
model. The first real reference to a notion of axioms for information retrieval
is contained in the aboutness study of Bruza andHuibers [32]. Actually, the
authors do not propose a retrieval model but rather a way of expressing
what should be expected from a good result ranking. Especially in the last
decade, the interest in this direction of using axioms to describewhat a good
ranking looks like has increased substantially. Hui Fang’s web page gives a
good overview of the existing literature and axioms.1

This more modern branch of axiomatic retrieval research starts from the
observation that those retrieval functions that are successful in practice tend
to share similar sets of heuristics. Consider the standard formulation of
the BM25 retrieval function (cf. Section 2.1): it includes term frequency, in-
verse document frequency, and document length normalization, and this is
the case for themajority of contemporary, successful ranking functions [71].
This observation has inspired two key questions: what is the full set of desir-
able heuristics—and—how should they be combined in a retrieval function? Con-
sequently, the goal of most modern axiomatic retrieval research is to pro-
pose reasonable axioms, and to evaluate howwell existing retrieval models
match the respective assumptions.

2.5.2 Overview of Known Axioms

The existing axiomatic literature can be divided by the goal of the axioms:
term frequency, document length normalization and lower bounds, query
aspects, semantic similarity, or term proximity. The following paragraphs
briefly review important axiomatic ideas across these, as well as other ax-
iomatic ideas that do not fit any of the aforementioned categories. An im-
portant distinction is the question whether a given axiom expresses a rank-
ing preference—that is, formulates the conditions under which some doc-
ument should be ranked higher or lower than another—or can be restated

1http://www.eecis.udel.edu/~hfang/AX.html

http://www.eecis.udel.edu/~hfang/AX.html
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in such a way that it does. Only if that is the case, the corresponding axiom
can be incorporated in the approach described in Chapter 5.

Term frequency Term frequency axioms follow the idea that documents
containing query terms more often should be ranked higher. Fang et al.
propose several such axioms (TFC1–TFC3 and TDC) [69, 72, 73] and exper-
imentally show that satisfying them produces better rankings. The axiom
TFC1 is a simple, but typical, example—it merely states that a document
with more occurrences of a query term should be ranked higher. Formally,
the TFC1 requirement is commonly stated as follows:

Given a single term query q = {t},
and documents d1, d2 with |d1| = |d2| ;

If tf (t, d1) > tf (t, d2)

Then SCORE(q, d2) > SCORE(q, d2)

This formulation exemplifies some typical properties of the known axioms
that are relevant to the approach described in Chapter 5: it states a set of
requirements for the axioms to apply (in this case, a single-term query and
equal document length), a specific condition that must hold with respect to
features of the documents, and a ranking preference that results. We em-
ploy all of the above mentioned term frequency axioms in our approach.
Na et al. [141] propose some specific axiomatic term frequency constraints
tailored to language modeling (LM) retrieval approaches. Since their ax-
ioms cannot be easily rephrased to be generally applicable to non-LM re-
trieval, we decided not to include these axioms.

Document length Besides term frequency axioms, Fang et al. also pro-
pose document length axioms (LNC1, LNC2 and TF-LNC) [72] with the ba-
sic idea that in case of same term frequencies shorter documents should
be ranked higher. We employ all of these axioms in our approach. A
query-based document length constraint (QLNC) proposed by Cummins
and O’Riordan [57] can not easily be reformulated to induce rank prefer-
ences so that we do not include it in our approach.

Lower bounds on term frequency normalization Combining frequency
and document length, lower bound axioms state that long documents
should not be penalized too much. Lv and Zhai propose two such axioms
(LB1 and LB2) [125, 127]. For example, LB2 assumes two documents d1 and
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d2 with identical ranking scores, and both containing some query term t;
further, it assumes a document pair d′1 and d′2, where d′1 is identical to d1
up to an additional occurrence of t in d′1 and d′2 is identical to d2 up to an
additional occurrence of a new term t′ that is contained in neither d1 nor
d2. In this setting, d′2 should be ranked higher than d′1—simply stated, first
occurrence of a term is more important than repeated occurrence.

Query aspects Zheng and Fang [224], andWu and Fang [213] propose ax-
ioms (REG and AND) that aim at ranking documents higher that match
more query terms or aspects. Gollapudi and Sharma [75] propose ax-
ioms (DIV) with a similar purpose, modeling the diversity of a result set
as a whole. Interestingly, they show that no diversification function can
satisfy all the axioms simultaneously. In their original formalizations, these
query aspect related axiomsdo not induce rank preferences; we use adapted
versions in our approach.

Semantic similarity It can often be important not to rely on exact term
matching between query and results but to also take documents into ac-
count that contain semantically similar terms. Fang and Zhai [70] propose
five axioms along these lines (STMC1–STMC3, TSSC1, TSSC2), which were
later shown beneficial also in a query expansion setting [68]. We only use
STMC1 and STMC2 in our approach since STMC3, TSSC1, and TSSC2 can
not be restated to induce rank preferences.

Term proximity Term proximity axioms describe the importance of query
terms appearing close to each other in results (e.g., phrases). Tao and
Zhai [184] introduce several respective axioms (DIST1–DIST5)—but rather
with the goal of improving a retrieval model’s proximity feature than to in-
duce rank preferences. Since their axioms do not induce rank preferences,
Chapter 5 proposes new term proximity axioms instead.

Other axiom ideas There is a wide range of other axiomatic studies that
do not fit the above groups. Many of these are not helpful in our setting
since either the axioms have a completely unrelated purpose (e.g., axioms
for evaluation [7, 35]) or the axioms do not induce rank preferences by na-
ture. An exception is Altman and Tennenholtz’ study of properties implied
by graph-theoretic axioms for link graphs [6]. They show that their axioms
are satisfied by the PageRank algorithm but the axioms do not induce any
rank preferences. We include a modified PageRank-based axiom as one of
our contributions.
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Cummins and O’Riordan [55, 56] analyze axioms for learned rank-
ing functions, but since none of the basis retrieval models we will use
is machine-learning-based, the respective axioms would not help. Clin-
chant et al. [49, 50] describe axioms for pseudo-relevance feedback mod-
els (PRF) that are also not applicable in our setting since we do not employ
PRF methods. Gerani et al. [74] propose axioms for combining scores in a
multi-criteria relevance approach [74] that also do not fit the basis retrieval
models we will employ. Zhang et al. [221] present an axiomatic framework
for user-rating based ranking of items in Web 2.0 applications, but since
our ad-hoc retrieval task is different, their axioms could not be applied.
Karimzadehgan and Zhai [101] and Rahimi et al. [161] perform axiomatic
analysis of translation language models in order to gain insights about how
to optimize the estimation of translation probabilities; again, the purpose is
different to our setting such that we do not include these axioms. Ding and
Wang [61] show how axioms covering term dependency can be integrated
into language-model-based retrieval approaches, but since their axioms do
not induce preference lists and are not applicable to the non-LM approaches
among our basis retrieval models, we do not include these axioms in our
approach.

2.5.3 Benefits of Axiomatic Analysis: an Example

To complete the brief picture of axiomatic information retrieval presented
here, we revisit the BM25 retrieval function from Section 2.1.1 to show the
potential benefits of axiomatic analysis as it is typically applied: Lv andZhai
[126] found BM25 to violate the LB2 constraint given above: if a document
is very long, the document length normalization term in the formula tends
to drown out the scoring boost the document should receive for containing
query terms not present in other documents in the ranking. Beyond that,
Lv and Zhai also propose a simple correction, BM25+, that guarantees the
LB2 constraint:

BM25+(q, d) =

n∑
i=1

idf (qi) ·

 tf (qi, d) · (k1 + 1)

tf (qi, d) + k1 ·
(

1− b+ b · |d|avgdl

) + δ


Over the original formulation, only the additional free parameter δ is in-
troduced; Lv and Zhai [125] show that whenever δ ≥ k1

k1+2 holds, the LB2
constraint is satisfied. As noted, Chapter 5 presents an attempt at incorpo-
rating axiomatic ideas into the retrieval process without the need to modify
the scoring function.
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2.6 Summary

This chapter has introduced the background and previous research that the
contributions showcased in the following chapters build upon. Figure 2.2
has organized previous work, among other things, along a user-oriented
or system-oriented continuum, and the chapter has roughly followed a tra-
jectory from more system-oriented to more user-oriented. The following
chapters repeat this same trajectory, with Chapter 3 making the most user-
oriented, Chapter 5 the most system-oriented contribution, and Chapter 4
falling in between.



3
Understanding and Supporting

Writing Tasks
The web has fundamentally changed how writers of non-fictional texts ap-
proach their task. In the past, research on a topic and writing about it typ-
ically happened separated in time and space (e.g., research in the library,
writing at home). Nowadays, both can be donemore or less simultaneously,
since web search engines retrieve relevant information on almost any topic.
Therefore, writers cab easily switch between search and writing whenever
they perceive gaps of knowledge (i.e., information needs). This situation
has accelerated the rate at which non-fictional texts are written as well as
significantly decreased the costs of doing so, which is particularly true in
cases where the resulting texts are not expected to be award-worthy, but
merely publishable. Due to the frequency with which writers turn to a web
search engine—for inspiration and ideas, to retrieve sources, or to check
facts—-writing tasks are of interest for search engines to support better, but
providing this support is not trivial: in contrast to less complex search tasks,
the retrieval system needs to surface results that are not only relevant to the
most recent query, but useful to furthering the writing task. Determining
usefulness requires deep insight into the user’s task progress.

With that overall end in mind, this chapter studies the writing pro-
cess and search behavior of writers in action, and addresses the follow-
ing sub-goals: (1) collecting a large dataset that captures the search and
writing activity of essay authors who use a search engine to retrieve their
sources [156]; (2) analyzing the search and writing activity to gain insights
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into how writers search [155, 200]; (3) predicting writers’ success at finding
useful sources based on observed search and writing activity [194].

Accordingly, the present chapter lays out a series of results obtained
along the way to making writing support by retrieval systems feasible. The
primary roadblock to research on this problem has long been a lack of avail-
able datasets that cover simultaneous search and writing behavior. Sec-
tion 3.1 reviews Webis-TRC-12 dataset; driven by research interest in text
reuse analysis and plagiarism detection, the collection effort involved the
creation of a petri-dish environment for search-supported essaywriting: we
hired 12 authors to write a total of 150 essays on that many topics, at least
5,000words each, while recording a fine-grained log of text revisions, search
queries, result clicks, and browsing. To attain reproducibility, we chose top-
ics from the TREC web track and set up a static web search environment
based on theClueWeb09. Our search engine employs BM25F as the retrieval
model, its user interface resembles those of commercial search engines, and
its performance was optimized to allow for an average retrieval time of less
than five seconds. Sections 3.2 and 3.3 elaborate the insights on search
and writing behavior—far beyond the original goals—that the analysis of
this data has enabled; in the process, these sections answer Research Ques-
tion 1a (Writing Strategies) andResearchQuestion 1b (Searching Strategies),
respectively. Additionally, the latter section provides an answer to Research
Question 2 (Measuring Usefulness) with the help of authors’ text reuse be-
havior. Finally, Section 3.4 takes a tentative first step towards search result
utility prediction: while investigating Research Question 3 (Predicting Re-
trieval Success), we automatically determine the degree to which search en-
gine users are successful at finding useful sources for their tasks.

3.1 The Webis-TRC-12 Dataset

Humans frequently interact with search appliances in order to conduct the
research deemed necessary to solve knowledge-intensive tasks, often via
long-lasting interactions which may involve many search sessions spread
out across several days. Modern web search engines, however, are opti-
mized for the diametrically opposed task, namely to answer short-term,
atomic information needs. Nevertheless, research has picked up this chal-
lenge: in recent years, a number of new solutions for task-based and ex-
ploratory search have been proposed and evaluated. However, most of
them involve an overhauling of the entire search experience. But search en-
gine users are already tackling complex search tasks in the real world, with
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current web search interfaces, and that this fact has not been sufficiently in-
vestigated. Reasons for this shortcoming can be found in the lack of publicly
available data to be studied. Ideally, for any given task that fits the afore-
mentioned description, onewould have a large set of search interaction logs
from a diversity of humans solving it. Obtaining such data, even for a single
task, has not been done at scale until now. Even search companies, which
have access to substantial amounts of raw query log data, face difficulties in
discerning individual complex tasks from their logs.

This section introduces the Webis text reuse corpus 2012 (Webis-TRC-
12), a corpus of long, exploratory search missions and associated writing
logs. The corpus was constructed via crowdsourcing by employing writ-
ers whose task was to write long essays on given TREC topics, using a
ClueWeb09 search engine for research. Hence, our corpus forms a strong
connection to existing evaluation resources that are used frequently in in-
formation retrieval. Further, it captures the way average users perform ex-
ploratory search today, using state-of-the-art search interfaces. The new cor-
pus is intended to serve as a point of reference for modeling users and tasks
as well as for comparison with new retrieval models and interfaces. Simul-
taneously with the writers’ search activity, their revisions to the developing
essay texts were recorded in fine-grained detail. Key figures of the search
and writing logs are shown in Table 3.2.

Our dataset construction efforts have been guided by the previous ap-
proaches described in Section 2.2.2 (pages 23ff), addressing several short-
comings: (a) Task diversity. Qu and Furnas [159], Egusa et al. [65] as well as
Liu and Belkin [122] employed only two different topics. Vakkari and Hu-
uskonen [193] employ eleven topics, but all of them from the medical do-
main. We employ 150 topics, derived from the TREC web track, which are
diverse and can be understood by laypeople. (b) Connection of search and task
outcome. Qu and Furnas [159] and Egusa et al. [65] do not provide revisions
of task outcomes. Our study aligns all search interactionswith text revisions
on a time line, which allows fine-grained analysis of the connection between
search and task outcome, as proposed by Järvelin et al. [94]. (c) Experimen-
tal setup and reproducibility. Qu and Furnas [159], and Liu and Belkin [122],
asked participants to use a search system in their lab—a maximally obtru-
sive setting [93]—whereas our participants could work from home. Unlike
the other studies, we employ a well-known web corpus frequently used for
evaluation purposes to create a static search scenario, that can be repro-
duced even after years. (d) Incentives and motivation. All four studies recruit
undergraduate students as study subjects, which often introduces bias in
diversity and motivation. Vakkari and Huuskonen ensure proper motiva-
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Figure 3.1: User actions in the search andwriting process: our study design involv-
ing text reuse (dashed lines) allows formore direct observation of users’ usefulness
assessments of search results than would be possible without reuse (dotted lines).

tion, since their participants were graded and had the chance of earning
credit points by completing the course; Liu and Belkin’s participants re-
ceived monetary compensation. In our case, we hired (semi-)professional
writers from all over the world with a diversity of backgrounds, we had
them sign a contract, and paid them on an hourly basis.

To justify our choice of an exploratory task, namely that of writing an es-
say about a given TREC topic, we refer to Kules andCapra [111], whomanu-
ally identified exploratory tasks from raw query logs on a small scale, most
of which turned out to involve writing on a given subject. Egusa et al. [65]
describe a user study in which they asked participants to do research for
a writing task, however, without actually writing something. This study
is perhaps closest to ours, although the underlying data has not been pub-
lished. The most notable distinction is that we asked our writers to actually
write, thereby creating a much more realistic and demanding state of mind
since their essays had to be delivered on time.

The Webis-TRC-12 writers were instructed to reuse (and, optionally,
modify) text from web sources for their essays. This aspect of the study
design allows the data to be used for the purpose of studying text reuse
and plagiarism phenomena, and this was its original intent: The web has
become one of the most common sources for text reuse. When reusing text
from the web, humans may follow a three step approach: searching for ap-
propriate sources on a given topic, copying of text from selected sources,
modification and paraphrasing of the copied text [152]. A considerable
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body of research deals with the detection of text reuse, and, in particu-
lar, with the detection of cases of plagiarism (i.e., the reuse of text with the
intent of disguising the fact that text has been reused). Similarly, a large
number of commercial software systems is being developed whose pur-
pose is the detection of plagiarism. Both the developers of these systems
as well as researchers working on the subject matter frequently claim their
approaches to be searching the entire web or, at least, to be scalable to web
size. However, there is hardly any evidence to substantiate this claim—
rather the opposite can be observed: commercial plagiarism detectors have
not been found to reliably identify plagiarism from the web [108], and the
evaluation of research prototypes even under laboratory conditions shows
that there is still a long way to go [153]. The disappointing state of the art
can be explained at least in part by the lack of realistic, large-scale evalua-
tion resources. However, as highlighted in Figure 3.1, the potential of the
Webis-TRC-12 dataset goes beyond the study of text reuse for its own sake:
the act of reuse also provides an instrument for observing the importance
that users ascribe to individual search results in the process of completing
their task, which will help answer Research Question 2 (Measuring Useful-
ness).

3.1.1 Corpus Construction

Two data sets form the basis for corpus construction, namely (1) a set of top-
ics to write about and (2) a set of web pages to research about a given topic.
For the former, we resort to topics used at TREC, specifically to those used
at the Web Tracks 2009–2011, and for the latter, we employ the ClueWeb
corpus from 20091 (and not the “real web in the wild”). The ClueWeb com-
prises more than one billion documents from ten languages and can be con-
sidered a representative cross-section of the real web. It is awidely accepted
resource among researchers and has become one of the primary resources
to evaluate the retrieval performance of search engineswithin several TREC
tracks. TheWebis-TRC-12’s strong connection to TREC is deliberate—it will
allow for unforeseen synergies. Based on these decisions, the corpus con-
struction steps can be summarized as follows:

1. Rephrasing of the 150 topics used at the TRECWeb Tracks 2009–2011
so that they explicitly invite people to write an essay.

1http://lemurproject.org/clueweb09
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2. Indexing of the ClueWeb corpus category A (the entire English por-
tion with about 0.5 billion documents) using the BM25F retrieval
model plus additional features.

3. Development of a search interface that allows for answering queries
withinmilliseconds and that is designed along the lines of commercial
search interfaces.

4. Development of a browsing interface for the ClueWeb09, which serves
ClueWeb09 pages on demand and which rewrites links on delivered
pages so that they point to their corresponding ClueWeb09 pages on
our servers.

5. Recruiting 12 professional writers at the crowdsourcing platform
oDesk from a wide range of hourly rates for diversity.

6. Instructing the writers to write one essay at a time of at least
5000 words length (corresponding to an average student’s homework
assignment) about an open topic of their choice, using our search
engine—hence browsing only ClueWeb pages.

7. Logging all writers’ interactions with the search engine and the
ClueWeb on a per-essay basis at our site.

8. Logging all writers’ edits to their essays in a fine-grained edit log:
a snapshot was taken whenever a writer stopped writing for more
than 300ms.

9. Double-checking all of the essays for quality.

After having deployed the search engine and completed various usability
tests, the actual corpus construction took nine months—from April 2012
through December 2012—with post-processing of the data taking another
four months. Corpus construction proceeded in two batches: in the first
run, 147 essays were written by a mix of volunteers and hired writers with-
out use of the search engine; instead, each essay author was provided with
a list of candidate source documents for the current topic, which were cu-
rated based on relevance judgements made by the assessors in past TREC
runs (for three topics, a sufficient number of known-relevant sources was
not available). While batch one served the dual purpose of field-testing the
text editing infrastructure and collecting additional ground-truth data for
text reuse research, the second batch—employing 12 professional writers
who wrote 150 essays with access to ChatNoir and the full ClueWeb, but no
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curated sources—became what is now known as the Webis-TRC-12 corpus,
and is the primary focus of the remainder of this chapter. Before subse-
quent sections will delve into the research insights that these data have en-
abled thus far, the remainder of the present section will highlight different
elements of the corpus construction set-up in greater detail.

Topic Preparation

Since the topics used at the TREC Web Tracks were not amenable for our
purposes as-is, we rephrased them so that they ask for writing an essay
instead of searching for facts. Consider for example topic 001 of the TREC
Web Track 2009:

Query. obama family tree

Description. Find information on President BarackObama’s fam-
ily history, including genealogy, national origins, places and
dates of birth, etc.

Sub-topic 1. Find the TIME magazine photo essay “Barack
Obama’s Family Tree.”

Sub-topic 2. Where did Barack Obama’s parents and grandpar-
ents come from?

Sub-topic 3. Find biographical information on Barack Obama’s
mother.

This topic is rephrased as follows:

Obama’s family. Write about President Barack Obama’s family
history, including genealogy, national origins, places and dates
of birth, etc. Where did Barack Obama’s parents and grand-
parents come from? Also include a brief biography of Obama’s
mother.

In the example, Sub-topic 1 is considered too specific for our purposes
while the other sub-topics are retained. TRECWeb Track topics divide into
faceted and ambiguous topics. While topics of the first kind can be directly
rephrased into essay topics, from topics of the second kind one of the avail-
able interpretations was chosen.

A Controlled Web Search Environment

To give the crowdsourcing workers a familiar search experience while
maintaining reproducibility at the same time, they were instructed to use
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the ChatNoir search engine [154], which indexes the ClueWeb09, while
providing a user interface which follows industry standards, and an API
that allows for user tracking. ChatNoir is based on the BM25F retrieval
model [166], uses the anchor text list provided by [91], the PageRanks pro-
vided by the Carnegie Mellon University alongside the ClueWeb corpus,
and the Spam rank list provided by [52]. ChatNoir comes with a proximity
feature with variable-width buckets as described by [67]. ChatNoir’s choice
of retrieval model and ranking features is intended to provide a reasonable
baseline performance. However, it is neither nearly as mature as those of
commercial search engines nor does it compete with the best-performing
models from TREC. Yet, it is among the most widely accepted models in in-
formation retrieval, which underlines the goal of reproducibility, and may
be advantageous in other ways, since writers had to engage with the search
engine to find sufficient material to write an essay of the aforementioned
length.

When the user clicks on a search result, ChatNoir does not link into the
real web but redirects into the ClueWeb. Though the ClueWeb provides
the original URLs from which the web pages have been obtained, many of
these pages have gone or been updated since. ChatNoir hence provides an
API that serves web pages from the ClueWeb on demand: when accessing a
web page, it is pre-processed before being shipped, removing automatic re-
ferrers and replacing all links to the real web with links to their counterpart
inside the ClueWeb. This way, the ClueWeb can be browsed as if surfing
the real web, while it becomes possible to track the user.

Crowdsourcing Writers

Our ideal writer has experience in writing, is capable of writing about a
diversity of topics, can complete a text in a timely manner, possesses de-
cent English writing skills, and is well-versed in using the aforementioned
technologies. After bootstrapping our setup with 10 volunteers recruited at
our university, it became clear that, because of the workload involved, ac-
complishing our goals would not be possible with volunteers only. There-
fore, we resorted to hiring (semi-)professional writers and made use of
the crowdsourcing platform oDesk.2 Crowdsourcing has quickly become
one of the cornerstones for constructing evaluation corpora, which is es-
pecially true for paid crowdsourcing. Compared to Amazon’s Mechanical
Turk [17], which is used more frequently than oDesk, there are virtually no
workers at oDesk submitting fake results because of its advanced rating fea-

2http://www.odesk.com, nowadays http://upwork.com

http://www.odesk.com
http://upwork.com


3 Understanding and Supporting Writing Tasks 49

Table 3.1: Demographics of the 12 Batch 2 writers.

Writer Demographics

Age Gender Native language(s)
Minimum 24 Female 67% English 67%
Median 37 Male 33% Filipino 25%
Maximum 65 Hindi 17%

Academic degree Country of origin Second language(s)
Postgraduate 41% UK 25% English 33%
Undergraduate 25% Philippines 25% French 17%
None 17% USA 17% Afrikaans, Dutch,
n/a 17% India 17% German, Spanish,

Australia 8% Swedish each 8%
South Africa 8% None 8%

Years of writing Search engines used Search frequency
Minimum 2 Google 92% Daily 83%
Median 8 Bing 33% Weekly 8%
Standard dev. 6 Yahoo 25% n/a 8%
Maximum 20 Others 8%

tures for workers and employers. Moreover, oDesk tracks their workers by
randomly taking screenshots, which are provided to employers in order to
check whether the hours logged correspond to work-related activity. This
allowed us to check whether our writers used our environment instead of
other search engines or text editors.

Table 3.1 gives an overview of the demographics of the twelve writers
hired via crowdsourcing, based on a questionnaire and their resumes at
oDesk. Most of them come from an English-speaking country, and almost
all of them speak more than one language, which suggests a reasonably
good education. Two thirds of the writers are female, and all of them have
years of writing experience. Hourly wages were negotiated individually
and range from 3 to 34 US dollars (dependent on skill and country of res-
idence), with an average of about 12 US dollars. For ethical reasons, we
payed at least the minimum wage of the respective countries involved. In
total, we spent 20 468 US dollars to pay the writers—an amount that may be
considered large compared to other scientific crowdsourcing efforts from
the literature, but small in terms of the potential of crowdsourcing to make
a difference in empirical science.
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Table 3.2: Key figures of searching and writing in the Webis-TRC-12.

Min Q1 Mdn Avg Q3 Max Sum

Queries
– per essay 4.0 40.0 68.0 90.7 117.0 612.0 13,609
– per essay (unique) 1.0 12.0 20.0 23.6 31.5 121.0 3,538
– per physical session 0.0 0.0 0.0 4.9 4.0 231.0 13,609∗
Clicks
– per essay 12.0 55.0 87.0 111.3 144.5 431.0 16,698
– per essay (unique) 8.0 44.5 67.0 74.5 101.0 259.0 11,181
– per physical session 0.0 0.0 1.0 6.0 6.0 164.0 16,698∗
– per query 0.0 0.0 0.0 2.3 0.0 76.0 8,779
Clicks per essay
– on results 5.0 30.5 49.0 58.5 75.5 280.0 8,779∗
– trail clicks 0.0 13.5 33.0 52.8 73.0 332.0 7,919

Writing sessions
– per essay 11.0 28.0 42.0 46.3 59.5 178.0 6,943
– revisions (thousands) 0.2 1.8 2.9 2.9 3.8 6.8 –∗∗
– words (thousands) 0.7 4.8 5.0 5.0 5.2 13.9 –∗∗
– paste events 0.0 13.0 25.0 28.6 39.0 134.0 4,291
– references 3.0 11.0 16.0 18.4 21.0 69.0 2,761

Work time per essay
– days passed 1.0 4.0 6.0 8.6 9.0 56.0 –∗∗
– working days 1.0 4.0 5.0 5.5 7.0 17.0 –∗∗
– working hours 1.8 5.2 7.5 7.9 9.8 23.0 1,191
– physical sessions 2.0 11.5 16.0 18.6 23.0 55.0 2,797
Minutes spent
– reading per click 0.0 0.1 0.4 0.7 0.8 15.0 11,236
– writing per session 0.0 0.5 2.2 7.4 8.9 145.2 51,126
∗Equal to some above value by definition.

∗∗Sum not given to avoid misinterpretation.

3.1.2 Basic Corpus Statistics

Table 3.2 shows key statistics of the interaction logs, including absolute
numbers for queries, clicks, working times, number of edits, words, and
retrieved sources, as well as their ratios to essays, writers, and work time,
where applicable. The average writer wrote 2 essays with a standard devi-
ation of 15.9; one especially prolific writer managed to write 33 essays.

From a total of 13 609 queries submitted by the writers, each essay got
an average of 91 queries. The average number of results clicked per query
is 2.3. For comparison, we computed the average number of clicks per query
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in the AOL query log [150], which is 2.0. In this regard, the behavior of our
writers on individual queries does not differ much from that of the aver-
age AOL user in 2006. Most of the clicks that we recorded are search re-
sult clicks, whereas 7 919 of them are browsing clicks on web page links.
Among the browsing clicks, 11.3% are clicks on links that point to the same
web page (i.e., anchor links using the hash part of a URL). The longest click
trail contains 51 unique web pages, but most trails are very short. This is a
surprising result, since we expected a larger proportion of browsing clicks,
but it also shows that our writers relied heavily on ChatNoir’s ranking.

The query log of each writer divides into 931 search sessions with an av-
erage of 12.3 sessions per topic. Here, a session is defined as a sequence of
queries recorded for a given topic which is not divided by a break longer
than 30 minutes. Despite other claims in the literature [79, 99] we argue
that, in our case, sessions can be reliably identified by timeouts because we
have a priori knowledge about which query belongs to which essay. Typ-
ically, completing an essay took 6 days, which includes to a long-lasting
exploration of the topic at hand.

The essays were written with a total of 424 017 edits. On average, writers
needed 46 writing sessions to complete an essay, spread across 18 physical
sessions. Here, we define a writing session as an uninterrupted span of
time spent editing the text, whereas a physical session is an uninterrupted
stretch of working, overall, and may comprise multiple writing sessions,
interrupted e.g. by query submission and result examination.3 Over the
course of its inception, each essay was edited 2 826 times on average, and
the standard deviation gives an idea about how diverse the modifications
of the reused text were. Writers were not specifically instructed to modify
the text as much as possible—rather they were encouraged to paraphrase
in order to avoid detection by an automatic text reuse detector. This way,
our corpus captures each writer’s idea of the necessary modification effort
to accomplish this goal. The average length of the essays is 5 006 words, but
there are also some short essays if hardly any useful information could be
found on the respective topics. About 18 sources have been reused in each
essay, but some writers reused text from as many as 69 unique documents.

3In the visual language of Figure 3.5, each horizontal bar represents a physical session,
and the beige boxes within the constituent writing sessions
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Figure 3.2: Types of text reuse: build-up reuse (left) versus boil-down reuse (right).
Each plot shows the essay length in characters along the vertical axis, and the pas-
sage of time between first keystroke and essay completion along the horizontal;
time is measured in revisions, wherein a new version was recorded whenever a
writer stopped for more than 300ms, and longer breaks are collapsed. Colors en-
code different source documents. Original text is white; blue dots indicate the text
position of the writer’s most recent edit at that moment.

3.2 Insights into Writing Behavior

In pursuit of Research Question 1a (Writing Strategies) as stated in Chap-
ter 1, we analyse the Webis-TRC-12 data with respect to the strategies that
writers employ in the pursuit of complex, knowledge-intensive tasks like
the one studied. To this end, the current section focuses specifically on the
insights into writing behavior, and the specialized analysis tools developed
to reveal them. The exploratory analysis of the writing log yields a series of
other interesting and useful insights, which are presented opportunistically
along the way.

3.2.1 Visualizing Edit Histories

To analyze the writers’ writing style, that is to say, how writers reuse text
andhow the essay is completed, we recorded edit logs of their essays: when-
ever writing stopped for more than 300ms, a new edit was stored in a ver-
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the average of all other curves in a plot.

sion control system at our site. The edit logs document the entire evolu-
tion of the text from first keystroke to essay completion. We have adapted
the so-called history flow visualization to analyze the writing process [198];
Figure 3.2 shows four examples. Based on these visualizations, a number of
observations can be made. In general, we identify two distinct writing-style
types to perform text reuse, namely to build up an essay during writing, or,
to first gather material and then to boil down a text until the essay is com-
pleted. Later in this section, we will analyze this observation in greater
detail. Within the plots, a number of events can be spotted that occurred
during writing: in the top left plot, encircled as area A, the insertion of a
new piece of text can be observed. Though marked as original text at first,
thewriter worked on this passage and then revealed that it was reused from
another source. At area B in the top right plot, one can observe the reorga-
nization of two passages as they exchange places from one edit to another.
Area C in the bottom right plot shows that the writer, shortly before com-
pleting this essay, reorganized substantial parts. Area D in the same plot
shows how the writer went about boiling down the text by incorporating
contents from different passages collected beforehand and, then, from one
edit to another, discarded most of the rest. The saw-tooth shaped pattern
in area E in the bottom left plot reveals that, even though the writer of this
essay adopts a build-up style, she still pastes passages from her sources into
the text one at a time, and then individually boils down each. Our visual-
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Table 3.3: Contingency table:writers over reuse style.

Reuse Writer ID
Style A02A05A06A07A10A17A18A19A20A21A24

build-up 4 27 11 4 9 13 12 4 9 18 2
mixed 10 3 0 1 1 7 6 0 0 3 1
boil-down 52 5 0 14 2 13 11 3 0 0 24

izations also show the text positions where writers modified the text as blue
dots; in this regard, distinct writing patterns emerge where somewriters go
through a text linearly, and others do not.

3.2.2 Writing Strategies: Build-up Reuse versus Boil-down Reuse

Based on the edit history visualizations, we have manually classified the
297 essays of both batches into two categories, corresponding to the two
styles build-up reuse and boil-down reuse. We found that 40% are instances
of build-up reuse, 45% are instances of boil-down reuse, and 13% fall in
between, excluding 2% of the essays as outliers due to errors or for being
too short. The in-between cases show that a writer actually started one way
and then switched to the respective other style of reuse so that the resulting
essays could not be attributed to a single category. An important question
that arises out of this observation is whether different writers habitually
exert different reuse styles orwhether they apply themat random. To obtain
a better overview, we envision the applied reuse style of an essay by the
skyline curve of its edit history visualization (i.e., by the curve that plots the
length of an essay after each edit). Aggregating these curves on a per-writer
basis reveals distinct patterns. For eight of our writers Figure 3.3 shows this
characteristic. The plots are ordered by the shape of the averaged curve,
starting from a linear increase (left) to a compound of steep increase to a
certain length after which the curve levels out (right). The former shape
corresponds to writers who typically apply build-up reuse, while the latter
can be attributed to writers who typically apply boil-down reuse.

When comparing the plots we notice a very interesting effect: it appears
that writers who conduct boil-down reuse vary more strongly in their be-
havior. The reuse style in some essays, however, falls in between the two ex-
tremes. Besides the visual analysis, Table 3.3 shows the distribution of reuse
styles for the eleven writers who contributed at least five essays. Most writ-
ers use one style for about 80% of their essays, whereas two writers (A17,
A18) are exactly on par between the two styles. Based on Pearson’s chi-
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Figure 3.4: Screenshot of the essay viewer interface.

squared test, one can safely reject the null hypothesis that writers and text
reuse styles are independent: χ2 = 139.0with p = 7.8·10−20. Since our sam-
ple of authors and essays is sparse, Pearson’s chi-squared test may not be
perfectly suitedwhich iswhywe have also applied Fisher’s exact test, which
yields a probability of p = 0.0005 under the independence hypothesis.

3.2.3 Interactively Inspecting Writing Behavior

In order to better understand the essay writing process, we implemented
a web application that shows all revisions of a given essay in sequence. A
screenshot of the interface is shown in Figure 3.4: The controls at the top
of the page allow stepping forward and backward through the essay revi-
sions, or jumping to a specific revision. The rest of the page shows the cur-
rent state of the essay. Different colors indicate different ClueWeb09 sources
for copied or paraphrased text. We envision extending this tool to include
information from the query log, such that queries occurring at a given mo-
ment can be correlated with their contemporary writing interactions. The
tool is available alongside the corpus.

3.2.4 Jointly Visualizing Writing and Searching

Consequently, we have developed a combined visualization to cover the en-
tirety of the activity associatedwith a given essay, both in terms of text writ-
ing, and interactionswith the search engine and source documents, to allow
examining at a glance the full temporal course of actions that the authors
took during their essay writing task. To this end, the physical working ses-
sions are determined based on a 15 minutes inactivity gap. However, only
the text-writing interactions have an exactly known end time; for query and
click interactions, we estimate the durations. For queries, we apply a thresh-
old of 60 seconds, because we assume that a writer would not stare on the
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Figure 3.5: Visualization of the interactions for a selection of three of the 150 essays.
Each stacked bar denotes an uninterrupted working session (15 minutes inactivity
gap). Bar lengths indicate work time in minutes, blue boxes indicate querying and
result browsing, red boxes indicate document views, and beige boxes indicate writ-
ing. White boxes and gradients in red or blue boxes indicate short pauses. The solid
green line denotes the current essay length relative to the final essay.

result list for more than one minute without clicking any result. For clicked
documents, we estimate the reading time based on the document length and
an assumed reading speed of 250words perminute [58]. A solid (green) line
further shows the development of essay length in the sessions. Figure 3.5
shows examples of three topics. Each rowdepicts a physical session, and the
horizontal dashed lines divide different working days (most sessions were
about one hour long). The beige blocks represent text-writing interactions,
and the blue and red ones depict queries and document views, respectively.

The author of the essay on topic 29 submitted few queries, but seems to
have worked very purposefully: writing often directly follows document
views; the author seems to deliberately learn and write about some partic-
ular aspect, visiting a few targeted documents in order to collect the needed
information. The author of the essay on topic 27 has a very differentworking
style, in that she startswith a couple of sessions foraging all possibly needed
information; almost all sessions from the third working day onward deal
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Figure 3.6: Spectrum of writer search behavior. Each grid cell corresponds to one
of the 150 essays and shows a curve of the percentage of submitted queries (y-axis)
at times between the first query until the essay was finished (x-axis). The numbers
denote the amount of queries submitted. The cells are sorted by area under the
curve, from the smallest area in cell A1 to the largest area in cell F25.

with rewriting and removing content from previously collected sources.
Following the nomenclature from earlier in this section, the first author is
a “build-up” writer, and the second a “boil-down” one. Section 3.3.2 will
relate this to differences in searching behavior.

There is another interesting detail about the essay on topic 27: In the
session before the last, a couple of document views are followed by very
short writing interactions that influence the essay length only marginally.
This behavior can be observed for many topics and different authors, and
was also reported by Vakkari [192] previously. One possible explanation
could be writers checking their essay for possible missing but important
text passages from previously selected sources, or that they double-check
their facts while finalizing their essays.

3.3 Insights into Search Behavior

Similarly to the preceding analysis into the writing behavior, and in pursuit
of Research Question 1b (Searching Strategies), we are interested in iden-
tifying specific searching strategies that writers employed in the setting of
the task they were given.

As outlined previously, we attempted to shift the attention of our writ-
ers toward searching for information, rather than spending time pondering
over formulations, by allowing them to reuse in their essays the texts they
found in the ClueWeb09. Nevertheless, the final essays were still required
to be coherent and consistent—often resulting in reformulations of copy-
pasted texts. To analyze the writers’ search behavior during essay writing,
we recorded detailed search logs of their queries while they used our search
engine. Figure 3.6 shows for each of the 150 essays a curve of the percentage
of queries at times between a writer’s first query and an essay’s completion.



58 3.3 Insights into Search Behavior

Table 3.4: Origins of learned query terms.

Prior Task Search Results

knowledge description Title Snippet Clicked doc.

312 (8.4%) 902 (24.3%) 291 (7.8%) 1,067 (28.7%) 1,147 (30.8%)

We have normalized the time axis and excluded working breaks of more
than five minutes. The curves are organized so as to highlight the spectrum
of different search behaviors we have observed: in row A, 70-90% of the
queries are submitted toward the end of the writing task, whereas in row F
almost all queries are submitted at the beginning. In between, however,
sets of queries are often submitted in the form of “bursts,” followed by ex-
tendedperiods ofwriting, which can be inferred from the steps in the curves
(e.g., cell C12). Only in some cases (e.g., cell C10) a linear increase of queries
over time can be observed for a non-trivial amount of queries, which indi-
cates continuous switching between searching and writing. From these ob-
servations, it can be inferred that our writers sometimes conducted a “first
fit” search and reused the first texts they found easily. However, as the essay
progressed and the low hanging fruit in terms of search results were used
up, they had to search more thoroughly in order to complete their essay.
More generally, this data gives an idea of how humans perform exploratory
search in order to learn about a given topic. Our current research on this
aspect focuses on the prediction of search mission types, since we observe
that the search mission type does not simply depend on the writer or the
perceived topic difficulty.

3.3.1 Query Formulation

Over the course of exploratory tasks, searchers learn and extend or adapt
their knowledge about a topic [65]. We expect the queries for an essay to also
develop over time and examinewhen in the process specific terms occur and
where they might stem from. For each query term entered for the first time,
we assign it to one of the possible origins: the task description, a previously
clicked document, the title or snippet of a previously shown search result,
or the writer’s initial knowledge. If a term has not occurred during any of
the prior interactions, it is classified as prior knowledge only.

Following the scheme outlined above, Table 3.4 shows the origins of all
3,719 distinct query terms that appeared in the queries for the 150 topics: al-
most all terms could potentially have been learned while work on the topic.
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Figure 3.7: Potentially learned terms for topic 29 and 133: the line indicates which
documents were visited as a result of which query; dots indicate which previously
visited documents contain terms used in all queries.

Figure 3.7 shows when in the search process a writer introduced new terms
and where they are likely to come from for topic 29 and 133. On the x-axis,
one can see the current query number. The y-axis displays all clicked doc-
uments, and the staircase-shaped line depicts which click(s) happened as a
result of which query. For topic 29, the first three clicks happened for the
sixth query, another click followed after submitting the ninth query, and
so on. The dots indicate a new term in the query and all previously clicked
documents that contain this particular term. If two or evenmore termswere
introduced in only one query, each of the terms is represented by another
color. For instance, in topic 29 the queries 31 and 47 introduce the terms
“games” and “reviews.” These terms were contained in almost all of the
clicked documents that were visited before the respective queries. Such a
vertical line of dots can be interpreted as a change of subtopic because the
writer ignored an often occurring term for quite a long time and then de-
cided at some point to finally search for it. About 70 of the topics contain
such clear subtopic changes based on recently visited documents. Topic 133
also shows another interesting pattern: a horizontal line (Figure 3.7). This
indicates that document number 4 was influential for many queries (it is a
detailed overview on the Declaration of Independence, the main theme of
the topic).

Figure 3.8 visualizes what terms were used in which queries for two ex-
ample essays, with the terms on the y-axis and the queries, in the sequence
they were submitted, on the x-axis. From the two examples shown, it is
obvious that many queries have numerous identical, immediate follow-up
queries. Many instances of this can be explained through clicks on the
search engine’s “more”-button requesting 100 instead of 10 results; queries
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Figure 3.8: Query composition for topics 29 and 59: for all distinct query terms
used by the writer, the dots indicate which terms occurred in which query.

are often resubmitted more than twice when there was a session break in
between and the writer resumed work with the most recent query. How-
ever, there are also some odd cases like the query [chain link fence] that
is submitted ten times in a row for topic 59 (queries 67 to 76 in topic 59). We
have no satisfying explanation for this behavior; maybe the search engine
was slow at this time such that the writer submitted the query again before
having seen any result.

We consider identical queries that are re-submitted from time to time to
be anchor queries, which we conjecture to support the author in her task in
various ways: First, the results of such a query can point to many directions
for further investigations and a writer might return to this query as soon
as the work on one subtopic is finished. Second, anchor queries can serve
to keep track of the main theme at any time and keep the writer on course.
And third, writers might bring recently acquired knowledge into line with
older knowledge structures and therefore want to return to previously seen
documents. Typical anchor queries for many topics reflect the main theme
of the task (i.e., the TREC topic itself).

3.3.2 Search Strategies: Clickers versus Queriers

We now focus on elementary differences in writers’ searching strategies.
Figure 3.9 shows the extreme cases of submitted queries over essay revi-
sions for four authors (axes normalized to percentages). The curves are or-
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Figure 3.9: Examples for the spectrumofwriter search behavior. Each curve shows
the percentage of submitted queries (y-axis) per percentage of essay revisions (x-
axis). For each author, we show the topics with the largest and smallest area under
the curve (i.e., early queries vs. late queries).

ganized to highlight the spectrum of different search behavior for individ-
ual authors. Authors 2, 5, and 21, for instance, have topics for which they
submit most of the queries rather early, but also topics with most queries at
the end only (i.e., probably fact checking). Typically, sets of queries are sub-
mitted in short “bursts,” followed by extended periods of writing, which
can be inferred from the plateaus in the curves. For author 7, all the top-
ics show a more linear increase of queries over the whole writing time for
all topics, indicating continuous switching between searching and writing.
From these observations, it can be inferred that query frequency alone is not
a good indicator of task completion or the current stage of a task, even con-
sidering only a single author. Moreover, exploratory search systems have to
deal with a broad behavior spectrum and be able to make the most of few
queries, or be prepared that writers interact only a few times with them.

To further distinguish search behavior, we focus on the number of queries
and clicks. As observed in Section 3.1.2, some authors submit only few
queries but follow long click trails; others submit a variety of queries but
rarely click on search results. We call the authors following the two strate-
gies clickers and queriers. To distinguish between clickers and queriers, we
count the number of queries and clicks that are performed until a docu-
ment is clicked that is also used as a source in the essay. That is, we dis-
regard how many queries and clicks occurred overall, but only consider
how many of them occur between two clicks on such reference documents.
The analysis for all essays reveals the two groups among our authors. Au-
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Table 3.5: Behavioral differences of clickers and queriers. Shown are the respective
median counts for each group, followed by the results of a Mann-Whitney U-test.

Clickers Queriers Significance of difference

Queries 47.0 107.0 U = 1058.5, z = −6.148, p < 0.01
Clicks 102.5 79.5 U = 2074.0, z = −2.136, p < 0.05
Pastes 39.0 19.0 U = 1361.5, z = −4.952, p < 0.01
References 17.5 15.0 U = 1876.0, z = −2.921, p < 0.01

thors 5, 7, 20, 21 and 04 are clickers, and the authors 2, 6, 17 and 18 are
queriers. Authors 1, 14 and 25 have worked on at most two topics only, yet
the trend shows that they tend to be clickers.

Table 3.5 highlights the differences between clickers and queriers. Except
for the number of clicks, which is also fairly high for queriers, all differences
between both groups are highly significant as shown by aMann-WhitneyU-
test (the data are not normally distributed). The fairly high number of clicks
in the querier group simply seems to depend on the number of queries sub-
mitted. After all, the distributions of clicks for both groups differ not as
much as the distributions of queries, pastes and references. This underpins
the assumption that writers in exploratory search tasks consume some in-
formative content before considering themselves to have learned enough.
It is notable that clickers paste about twice as often as queriers do. It seems
plausible that clickers pick up several possibly useful text passages during
their information exploration phase, which they retain in their essays for
later use. The number of reused references confirms this trend and it can
be stated that queriers seem to be more selective with their reference docu-
ments than clickers.

3.3.3 Writer Dedication

Besides different search strategies, we alsowant to explorewhether our data
allow us to measure the degree of writer dedication to the exploratory search
task. We try to reflect writer dedication by the effort a writer puts into the
task, which can be valuable information for a search engine. For example,
a truly dedicated writer might be interested in additional resources beyond
the original query, whereas a writer who works only unwillingly her task
might be only interested in overview pages without too many details. Re-
cent studies investigating user engagement [143, 144] go beyond the simple
features we can explore below, but we think that our search log-derivable
measures can still be useful.
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To distinguish “lazy” from more dedicated writers, we use the follow-
ing nine features per essay: number of distinct queries, number of distinct
clicks, number of copy-paste interactions, number of used references, total
working hours, time spent reading documents, time spent writing, num-
ber of physical sessions, number of handled subtopics (determined by the
number of session IDs a search mission detection algorithm returned [79]).
In a next step, a ranking of all topics is produced for each feature individ-
ually, and each essay gets a score depending on its rank. For example, the
essay on topic 133 contains the highest number of distinct queries and thus
obtains 121 points (it is not 150 because 29 essays share the same number of
distinct queries and obtain the same score). For the feature “distinct clicks,”
the essay on topic 133 is only on rank 18 and obtains 77 points. This is
done for all features and the scores are summed up per essay; the result-
ing ranking is shown in Table 3.6. Remarkably, nine of the top-10 essays
were written by author 2, who seems to have worked with high dedication
on many essays, whereas authors 6 and 24 seem to have worked with little
enthusiasm—even though authors always got to pick their preferred topic
from those still available when starting a new essay.

To identify the most and least dedicated writers, we simply compute the
average for each writer to work around the different numbers of treated
topics per writer. It turns out that author 2 indeed belongs to the most ded-
icated writers with an average score of 403.5 but is slightly outperformed
by author 21 with an average of 404.8. Note that author 2 wrote 33 different
essays and the range of scores is varied, whereas author 21 worked only 12
topics, which all achieved quite high dedication scores. The least dedicated
writers in our collection are author 6 and author 20 with an average score
of 141.9 and 188.6, respectively. Note that the dedication ranking does not
imply any conclusions on the quality of the essay itself but only about the
relative effort that the authors invested. The quality of the essay has to be
determined in a separate step—an idea could be to run the essays through
text reuse detection software and assign higher quality scores to essays from
which the ClueWeb09 sources cannot be readily detected anymore, similar
to the source-based writing analyses of Sormunen et al. [176]. This could
then also be used to confirm previous findings on how effort correlates with
the task outcome [193].

3.3.4 Searching and Writing Styles

Section 3.2 identified two different writing styles: build-up and boil-
down [156]. The first characterized by a rather continuous lengthening of
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Table 3.6: Essays with topic (T) and author IDs (A) ranked (R) by the writer dedi-
cation score (S).

R T A S R T A S R T A S
1 58 2 551 51 150 24 334 101 73 24 201
2 53 2 538 52 138 2 331 102 81 17 200
3 110 2 524 53 57 5 330 103 24 14 196
4 13 21 523 54 36 5 326 104 100 5 196
5 67 2 503 55 48 18 323 105 66 20 194
6 27 2 499 56 50 2 320 106 102 24 194
7 49 2 498 57 117 2 320 107 69 24 191
8 144 2 493 58 55 21 319 108 126 6 191
9 10 2 484 59 137 5 317 109 14 5 189

10 22 2 479 60 65 17 314 110 40 17 188
11 133 17 476 61 47 2 313 111 15 20 186
12 80 2 470 62 1 17 311 112 94 17 184
13 88 2 469 63 63 5 311 113 90 18 178
14 51 2 468 64 107 17 308 114 95 5 178
15 139 5 467 65 25 17 304 115 83 18 173
16 45 21 466 66 92 18 304 116 4 18 170
17 37 2 455 67 115 5 301 117 103 20 169
18 71 21 448 68 12 5 298 118 20 5 168
19 127 2 448 69 39 7 296 119 140 18 165
20 86 21 446 70 105 7 295 120 85 17 163
21 42 17 444 71 64 2 291 121 34 18 162
22 8 2 441 72 75 2 289 122 46 7 159
23 120 21 430 73 99 7 285 123 16 18 155
24 141 2 422 74 109 7 282 124 148 20 155
25 106 21 417 75 125 21 279 125 72 5 152
26 17 2 414 76 60 18 276 126 101 24 152
27 82 2 414 77 145 17 273 127 104 7 150
28 98 21 406 78 19 20 267 128 9 17 149
29 87 17 404 79 54 6 263 129 142 20 147
30 11 24 403 80 30 2 262 130 136 7 139
31 114 5 399 81 41 7 252 131 61 18 135
32 59 2 394 82 77 5 252 132 129 6 131
33 76 21 394 83 35 5 248 133 123 1 127
34 5 17 393 84 118 25 248 134 84 18 126
35 70 20 392 85 6 17 247 135 132 24 126
36 74 2 389 86 29 5 246 136 91 20 125
37 96 18 383 87 121 17 246 137 113 5 125
38 119 2 378 88 131 7 243 138 112 18 122
39 135 21 376 89 78 5 235 139 130 24 117
40 31 2 375 90 149 17 235 140 38 18 116
41 26 1 374 91 62 17 233 141 89 7 115
42 128 2 372 92 122 2 233 142 32 2 113
43 18 2 366 93 97 6 226 143 3 24 111
44 2 17 357 94 56 18 220 144 124 18 104
45 7 7 355 95 79 24 218 145 23 24 89
46 44 18 355 96 28 18 216 146 147 6 74
47 33 21 354 97 143 17 213 147 116 6 63
48 93 17 344 98 52 18 207 148 43 20 62
49 108 17 342 99 134 17 205 149 146 6 45
50 68 24 336 100 111 18 202 150 21 24 40
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the essay over the whole period of writing, and the second style by a first
quick length growth and subsequent reorganization and shortening. The
essay on topic 27 reflects a typical boil-down writing while the essays on
the topics 29 and 57 are build-up essays (cf. Figure 3.5). We now compare
thewriting style (as characterized by essay length growth) to the search and
copy-pasting behavior. The hypothesis is that in build-up essays text pas-
sages are copy-pasted in rather regular intervals (and almost immediately
adapted to fit the essay structure) while in boil-down essays most of the
background research is hypothesized to happen at the beginning and thus
most copy-paste interactions are to be expected at the beginning of working
on a task.

As a simple measure to quantify the search behavior, we use the regular-
ity of copy-paste events over the course of the writing process. One could
argue that queries are a better search behavior measure but with the copy-
paste events we focus on the search and web interactions that actually lead
to some change in the essay. As for the regularity, we count the number
of revisions between each consecutive pair of copy-paste events and com-
pute the observed variance. For example, a 50-revisions essay with paste
events in the revisions 10, 22 and 40, would result in the list 〈10, 12, 18, 10〉
(also containing the revisions prior to the first and after the last paste). A
low variance in this list means that the paste events are rather equally dis-
tributed over the essay revisions, whereas a high variance indicates that a
writer pasted very irregularly.

As a measure for the development of essay length, we count the number
of revisions to the essay that increase itsword count, and those that decrease
it. Note that for simplicity, we do not consider the number of words added
(or removed); only the trend matters (i.e., howmany revisions lengthen the
essay vs. how many shorten it). In an example 50-revision essay, this might
result in 20 revisions inwhich contentwas removed and 30 inwhich content
was added. The essay thus tends to grow, as 60% of the revisions lead to a
longer essay. Yet, naturally each of the essays has to grow in total to reach
an average of 5,000-words in length. Therefore, a low value like 60% rather
is an indication of a boil-down writing style.

Figure 3.10 shows the plot resulting from the essay length development
and the paste regularity for each topic. Different symbols (and colors) indi-
cate different authors, thus revealing trends for each author’s writing style.
The x-axis ranges from about 50% to almost 100%; essays more to the right
are from the less dedicated writers that hardly ever rephrased something
they copy-pasted. The two authors 6 and 20 who are isolated from all other
authors by reaching an essay growth of ≥85% also are the least dedicated
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Figure 3.10: Authors’ searching and writing styles in the form of essay growth
(x-axis, percentage of revisions of an essay that lengthen it) vs. the regularity of
copy-pasting content from search results (log-scaled y-axis, variance of the copy-
paste revision number differences, low variance = high regularity). Each essay is a
data point; essays from the same author typically have similar characteristics.

authors in Section 3.3.3. Many essays showing a build-up pattern in our
earlier observations range from 70% to 85% in essay growth, while most es-
says with a growth below 70%, here especially those by author 2, are those
that show the boil-down pattern. Yet, as can be seen on the y-axis, even a
boil-down pattern might come with rather regular paste events (low vari-
ance with high regularity is on the top of the y-axis) meaning that some au-
thors boiled down individual fragments rather than all useful passages at
once. Interestingly, different authors’ essays form clusters in our plot con-
trasting search behavior with the writing progress (copy-paste regularity
vs. essay growth). Knowing to which category a writer belongs can help
the search engine to better tailor its results. For instance, later follow-up
queries are likely for build-up writers. The search engine could take some
time while the author is writing to already prepare appropriate results in a
“slow search” fashion (cf. Teevan et al. [188]).

3.3.5 Comparison of Working Phases

Finally, we investigate whether the authors work in distinct phases. Do they
submit more queries early? Does writing form the major load at the end?
Any patterns may inspire ideas to support writers in their respective work-
ing phases. In the beginning, a search engine could present not only results
for the submitted query but also suggest shortcut queries [16] that helped
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Figure 3.11: Work load in different working phases for all authors.

other users find relevant documents on the same topic. While this is helpful
to quickly acquire an overview of different aspects of a topic, it might not
be desirable in a later phase in which a writer is interested in specifics or
checking facts.

For the sake of simplicity, we subdivide each topic into three working
phases—early, middle and late—by splitting up the interactions in the ac-
tual working time into three parts of equal duration. For each phase, we
measure the percentage of queries, clicks, writing and copy-paste interac-
tions that happened in that phase. For example, if 25 queries out of 50 ap-
peared in the very beginning, the query dimension score is 50% for the early
phase etc. For each author and each phase, we take the median value over
all their essays to “average” the scores. Figure 3.11 shows the plots for all
authors. The general trend is thatmost queries, clicks and paste interactions
happen in the early phases while writing in general seems to happen more
in the later phases. This is not too surprising given the fact thatmost authors
wrote essays on topics they were not familiar with and had to search for
useful content to first explore the structure of the information space [207].
Still, some authors (and even more essays) show a V-pattern in their query
or click load indicating that a large portion of queries also was submitted
in the last phase (e.g., authors 1, 7, and 21). Interestingly, these authors
did not have a high paste load in the last phase. This indicates that the au-
thors might have checked the essay for possibly missing text passages from
previously clicked documents or that they fact-checked some of their con-
tent before completion. Interestingly, for most authors the percentages of
clicks and pastes over the different phases approximately correlate. At first
glance, this might indicate that the authors did not improve their precision
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Table 3.7: Confusion matrix of TREC judgments versus writer judgments.

TREC Writer judgment
judgment useless helpful useful unjudged

spam (-2) 3 0 1 2 446
spam (-1) 64 4 18 16 657

irrelevant (0) 219 13 73 33 567
relevant (1) 114 8 91 10 676
relevant (2) 44 5 56 3 711

key (3) 12 0 8 526
unjudged 5 506 221 1 690 –

(i.e., clicks vs. found relevant content in the form of copy-pasting) over the
time spent on the topic. However, an in-depth analysis of this issue is left
for future work.

3.3.6 Relevance and Usefulness of Sources

A key goal for a search system aiming to better support writers is to surface
those search results that are most useful as sources in the writing process.
As discussed in Section 2.2.5, usefulness and relevance have been found to
not be perfectly correlated; hence, in pursuit of Research Question 2 (Mea-
suring Usefulness), we investigate what we can learn about result docu-
ment usefulness based on our writers’ behavior, and how this relates to any
known relevance judgments about the same documents.

Since our writers reused text from web pages they found during their
search (and annotated the exact sites and passages that they used), we can
directly make use of this information as a usefulness signal. We consider
web pages from which text is directly reused as useful documents for the re-
spective essay’s topic, while web pages that are on a click trail leading to
a useful document are termed helpful. The unusually high number of use-
ful documents compared to helpful documents is explained by the fact that
there are only few click trails of this kind, whereas most web pages have
been retrieved directly. The remainder of web pages that were viewed but
discarded by our writers are considered as irrelevant. Note that this pro-
cedure could be extended to obtain many additional—albeit less reliable—
non-usefulness judgments by assuming a cascading user [48] who has con-
sidered every search result above the lowest-ranked clicked result.

Each year, the NIST assessors employed for the TREC conference manu-
ally review hundreds of web pages that have been retrieved by experimen-
tal retrieval systems that are submitted to the various TREC tracks. This
was also the case for the TREC Web Tracks from which the topics of the
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Webis-TRC-12 corpus are derived. We have compared the relevance judg-
ments provided by TREC for these tracks with the implicit usefulness judg-
ments from our writers. Table 3.7 contrasts the two judgment scales in the
form of a confusionmatrix. TREC uses a six-point Likert scale ranging from
-2 (extreme Spam) to 3 (key document). For 733 of the documents visited
by our writers, TREC relevance judgments can be found. From these, 456
documents (62%) have been considered useless by our writers, however,
the TREC assessors disagree with this judgment in 170 cases. Regarding
the documents considered as useful by our writers, the TREC assessors dis-
agree on 92 of the 247 documents. As noted above, previous work compar-
ing usefulness and relevance assessments has found similar discrepancies.
In our particular case, a possible explanation for the disagreement can be
found in the differences between the TREC ad hoc search task and our text
reuse task: the information nuggets (small chunks of text) that satisfy spe-
cific factual information needs from the original TREC topics are not the
same as the information “ingots” (big chunks of text) that satisfy our writ-
ers’ needs.

3.4 Result Usefulness and Retrieval Success

Regardless of its reason, the discrepancy between relevance and usefulness
assessments raises the suspicion that retrieval systems optimized against
relevance judgments in Cranfield-style experiments will not perform opti-
mally at surfacing useful results for users engaged in complex tasks. As a
first step towards better supporting users during writing tasks in particu-
lar, the current chapter answers Research Question 3 (Predicting Retrieval
Success) through regression models predicting the users’ degree of suc-
cess at retrieving useful sources. It should be noted that our models con-
sider search result usefulness in aggregate—that is, they could be employed
in practice to distinguish successful users from struggling ones. The next
step—predicting the usefulness of individual documents for use as a rank-
ing signal—remains future work.

As noted in Section 2.2.5, only few studies deal with search result use-
fulness so far, and they typically deal only with usefulness as perceived
subjectively by searchers; simultaneously, usefulness is mostly measured
by having searchers fill out questionnaires, rather than quantified implic-
itly from user behavior. The study described in this section employs the
Webis-TRC-12 dataset to lift essaywriting into the realmof fine-grained use-
fulness quantification: the “essay writing with text reuse” task makes the
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usefulness of a search result directly observable, as a function of the writ-
ers’ copy and paste activity (as Figure 3.1 at the beginning of this chapter
already illustrates). Analyzing the large corpus of essayswith text reuse, we
identify two specific usefulness indicators based on text reuse behavior and
build linear regression models that predict result usefulness based them.
Keeping the limitations of our approach in mind, we believe that these re-
sults offer promising new directions for the development of search systems
that support writing tasks at large.

3.4.1 Experimental Design

As noted, we base our investigation on the Webis-TRC-12 dataset described
earlier in this chapter, deriving two notions of retrieval success, as expressed
by the usefulness of the search results the 12 writers manage to retrieve
while writing. From the same data, we also derive a set of quantitative
measures from the writers’ recorded searching and writing behavior while
working on the 150 essays. The usefulness of search results forms the de-
pendent variable, and the writer behavior the independent variables for the
regression models discussed in Section 3.4.2.

Operationalizing the Usefulness of Search Results

We limit our conception of usefulness to cover only information usage that
directly contributes to the task outcome in form of the essay text, and ex-
clude more difficult to measure “indirect” information usage from our con-
sideration, such as learning better query terms from seen search results.

Usefulness implies that information is obtained fromadocument to serve
an underlying task. In the following, we quantify usefulness by focusing on
cases where information is directly extracted from a document, not where
it is first assimilated and transformed through the human mind to form an
outcome. According to our definition, information is useful if it is extracted
froma source andplaced into an evolving information object to bemodified.
In the context of essay writing with text reuse, this means that information
is copied from a search result and pasted in the essay to be written.

We measure the usefulness of documents for writing an essay in two di-
mensions, both based on the idea that a document is useful if information is
extracted from it. First, we measure the number of words extracted from a
document and pasted into the essay—this measure indicates the amount of
text that has the potential to be transformed as a part of the essay. Second,
we quantify usefulness as the number of times any text is pasted per clicked
document.
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Table 3.8: Means and standard deviations of study variables (n=130).

Query Variables µ σ Click Variables µ σ

Queries 46.5 41.9 Clicks per query 4.0 4.6
Unique queries 24.9 18.1 Click trails per query 1.8 1.4
Anchor queries 5.2 6.1 % Useful clicks per query 30.8 12.9
Querying time per query 53.1 46.1 Result reading time per paste 262.0 357.7
% Unique queries of all queries 62.6 20.8 . . . per click per query 48.9 30.4
% Anchor queries of all queries 10.5 7.1 . . . per major revision 172.4 141.7

Query terms per query 5.4 1.5 Text Editing Variables
Unique query terms (UQT) per query 0.8 0.4 Writing time per major rev. 867.3 666.0
UQT from documents per query 0.6 0.3 Revisions per paste 175.7 225.7
% UQT from snippets 78.6 8.7 Writing time per paste 1270.4 1100.5
% UQT from docs 67.1 20.8 Words in the essay 4988.1 388.8

% UQT per query 15.9 7.6 Other Independent Variables
UQT per unique query 1.3 0.4 Search sessions 7.4 4.1

Dependent Variables
Words per useful click per query 325.0 420.8
Pastes per useful click per query 1.2 1.8

The limitations of these measures include that they do not reflect the
possible synthesis of pasted information or the importance of the obtained
passage of text. It is evident that the amount and importance of informa-
tion are not linearly related, although users were allowed to use the pasted
text directly for the essay without originality requirements. Our idealiza-
tion excludes the qualitative aspects of information use; the presupposition
that an increasing amount of pasted text reflects usefulness directly resem-
bles typical presuppositions in information retrieval research: for instance,
Sakai and Dou [168] suppose that the value of a relevant information unit
decays linearly with the amount of text the user has read. In general, a
similar supposition holds for the DCGmeasure. These presuppositions are
idealizations that we also apply in our analyses.

Independent Variables

For predicting the usefulness of search results, we focus on query, click,
and text editing variables to build linear regression models. Temporally,
querying and clicking precedes the selection of useful information, while
the usage andmanipulation of information succeeds it. Since we use aggre-
gated data over all user sessions, we treat the search and writing process as
a cross-sectional event, although querying, clicking, and text editing occur
over several sessions. Since the editing of the essay text is connected with
querying and clicking in a session, it is important to take into account also
text editing variables in analyzing the usefulness of search results over all
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Independent Variable Group β R2Change

Clicks per Q C 0.38*** 0.400
Revisions per paste T −0.15* 0.144
Unique queries Q −0.34*** 0.081
Search sessions O −0.18** 0.037
Words in the essay T 0.12* 0.019
Result reading time per paste C −0.24*** 0.010
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Figure 3.12: Left: Regression model for the number of words pasted per useful
click per query (n=130), with predictors from the (Q)uery, (C)lick, (T)ext editing
and (O)ther variables. Right: First principal component of this model’s predic-
tors and dependent variable; effect of the latter’s log-transform on Pearson (r) and
Spearman (ρ) correlation.

sessions. Therefore, we also select aggregated text editing variables for our
models, although this solution is not ideal in every respect for representing
the temporal order of the process.

Based on previous studies [80, 122, 132], we select 13 query variables,
6 click variables, 4 text editing variables, and 1 other variable, yielding the
24 variables in total depicted in Table 3.8. Here, anchor queries refer to those
queries repeatedly revisited throughout a session, in order to keep track of
the main theme of the task; time spent querying, reading, and writing is
measured in seconds; a click trail begins on the search result page, poten-
tially following further links in the result document. We build regression
models for both dependent variables and apply a stepwise enteringmethod
of predictors [84].

Regression analysis requires linearity between independent and depen-
dent variables but in our case, the associations of both measures of useful-
ness with the major independent variables turned out to be non-linear—as
evidenced by a large discrepancy between the Pearson and Spearman cor-
relation coefficients, shown in the right-hand plots in Figures 3.12 and 3.13.
Therefore, we logarithmically transformed both words per useful click per
query, and pastes per useful click per query (base of 10), enhancing linear-
ity notably (Figure 3.12, right). The predictor result reading time per click
per query still showed a non-linear association, and was log-transformed
as well (Figure 3.13, right). While the writers were instructed to pro-
duce essays of about 5000 words, some essays were notably shorter or
longer (cf. Section 3.1.2 and Hagen et al. [80]). We excluded essays shorter
than 4000 and longer than 6000 words from the analysis, as well as four
essays with missing variables, yielding 130 observations in total.
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3.4.2 Predicting Retrieval Success

Based on the variables we derive from the dataset, we investigate two linear
regression models of document usefulness—each predicting one of the de-
pendent variables at the bottom of Table 3.8. The first model uses the num-
ber of words pasted per useful click per query as dependent variable, us-
ing the amount of text extracted as an indicator of a document’s usefulness,
whereas the secondmodel quantifies usefulness as the number of times text
was extracted, using the number of pastes per useful click per query as de-
pendent variable.

The Number of Words Pasted per Document

The model is significant (R2=.703; Adj R2=.688; F=48.4; p<.000) consisting
of six predictors. It explains 68.8% of the variation in the number of words
pasted per useful click per query. The tolerance of all variables is greater
than .60. The four strongest predictors—the number of clicks per query, the
number of revisions per paste, the number of unique queries and the num-
ber of search sessions—cover 66.2 percentage points of the variation in the
number of words pasted (Figure 3.12, left). The remaining two variables
cover 2.9 percentage points of it. Limiting the model to the four major fac-
tors, it is possible to reach an accuracy of two thirds in predicting document
usefulness.

As per the model coefficients shown in Figure 3.12, left, the more clicks
users make per query, and the less time they spend reading result docu-
ments per paste, the more words are pasted per click per query. The num-
ber of revisions per paste reduces the number of words pasted. Increases in
the number of search sessions and in the number of unique queries reduce
the amount of text pasted, while an increase in the number of words in the
essay increases the amount of text pasted. The number of unique queries
and the number of search sessions are partially correlated, but contribute
to the model in this case. Further, fewer clicks per query, more time read-
ing documents, and a greater number of revisions per paste are associated
with a smaller amount of text pasted. We hypothesize that difficulties in for-
mulating pertinent queries lead to voluminous querying, and to a greater
number of search sessions, which lead to fewer clicks, to longer dwell times
per paste, and to a greater number of revisions per paste, all contributing
to a smaller number of words pasted.
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Independent Variable Group β R2Change

Clicks per Q C 0.33*** 0.484

Writing time per paste (sec) T −0.42*** 0.210

Queries Q −0.18** 0.162

Unique queries Q −0.24*** 0.013

% Useful Clicks per Q C 0.18*** 0.008

Result reading time per C per Q C −0.15*** 0.015

% Anchor Q of all Q Q 0.12*** 0.006

% Unique Q of all Q Q 0.14** 0.007

% UQT from snippets of all UQT Q 0.07* 0.004
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Figure 3.13: Left: Regression model for the number of pastes per useful click per
query (n=129; groups as in Figure 3.12, left). Right: Scatter plots of “Result reading
time per click per query” against the dependent variable, each before and after log-
transform.

The Number of Pastes per Document

The regression analysis produces a model with nine variables significantly
predicting the number of pastes per useful click per query. The model
is significant (R2=.908; Adj R2=.902; F=131.2; p<.000) and covers 90.2% of
the variance in the number of pastes per document (Figure 3.13, left). The
threemost important predictors—the number of clicks, thewriting time per
paste, and the number of queries—together explain 85.6% (R2 Change) of
the variation in the number of pastes; the remaining six predictors cover 4.6
percentage points of variation.

The direction of effect in click, query and text editing variables dif-
fers: Increasing values of click variables—except reading time—increase the
chance that documents provide material for the essay. The query variables
both increase and decrease the chance of finding useful documents, while
an increase in writing time per paste decreases that chance. Compared to
the previous model, click variables have a proportionally smaller contri-
bution compared to query variables, while the relative contribution of text
editing variables remains on about the same level. The direction of effect in
predictors remains similar; the content of the model essentially resembles
the previous one, although some predictors change: writing time per paste
resembles revisions per paste, while result reading time per click per query
resembles result reading time per paste. The proportions of anchor queries
and unique queries are new predictors compared to the previous model.

Themodel indicates that themore clicks per query, the larger the propor-
tion of useful clicks of all clicks and the shorter the dwell time in clicked doc-
uments per query, themore useful the retrieved documents are. Increases in
the number of queries and unique queries decrease the usefulness of clicked
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documents, while increases in the proportion of anchor queries and unique
queries of all queries increase the chance that documents are useful.

Multicollinearity tolerance is the amount of variability of an indepen-
dent variable (0-1) not explained by the other independent variables [84].
Five out of the nine predictors in the model were query variables. Toler-
ances of the number of queries (.240), the number of unique queries (.291)
and the proportion of unique queries (.394) indicate that they depend quite
heavily on other variables in themodel. Therefore, leaving only the number
of queries to represent querying would be reasonable and make the model
more parsimonious.

We may conjecture that a smaller number of unique queries with good
keywords from snippets produce a good result list. This contributes to a
proportionally larger number of useful documents that require less dwell
time for obtaining needed information for the essay. The information pasted
is pertinent, not requiring much time to edit to match the evolving text.
Naturally, the validity of this hypothetical process remains for later studies
to test.

Comparing the Models

The explanatory power of themodel predicting the number ofwords pasted
isweaker, covering 68.8% of the variation in document usefulness, while the
model for pastes covered about 90% of the variation.

The contributions of query, click and text editing variables vary between
the models (Table 3.9). The relative effect (

∑
R2 Change) of click variables

is notably greater in both models compared to query and text editing vari-
ables. Text editing variables have a somewhat greater role compared to
query variables in predicting usefulness as indicated by the number of
words pasted. Also the number of search sessions and the number of words
in an essay have a minor impact on potential document usefulness. The
models have only two predictors in common: the number of unique queries
and the number of clicks per query.

In each model, three variables cover over 90% of the explained variation
in document usefulness, one of them being a query, one a click and one a
text editing variable. The most powerful variable is clicks per query in both
models. Thus, one could predict each type of document usefulness by a
very simple model.

In bothmodels, the number of queries and the number of unique queries
have a negative effect on document usefulness, while all proportional query
variables have a positive effect. Clicks per query have a positive contribu-
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Table 3.9: Summary of models: number of predictors, and relative importance
(
∑

R2 change), per variable group for both models of search result usefulness.

Characteristics Number of Words Number of Pastes

Adj R2 0.688 0.902

# Variables (
∑

R2 Change) 6 9
Query 1 (0.08) 5 (0.19)
Click 2 (0.41) 3 (0.51)
Text Editing 2 (0.16) 1 (0.21)
Other (sessions) 1 (0.04) -

tion to usefulness, while dwell time has a negative contribution. Number
of revisions and writing time per paste both have a negative effect on docu-
ment usefulness. In the model for the number of pasted words, the number
of sessions has a negative effect on usefulness, while the number of words
in the essay has a positive effect.

Altogether, it seems that users find more useful result documents, if: the
user issues fewer queries over fewer sessions, makes more clicks per query,
but with shorter dwell time on individual documents, makes fewer revi-
sions to the essay per pasted text snippet, and writes a longer essay. Al-
though regression analysis does not indicate associations between indepen-
dent variables, we conjecture that users who issue fewer queries have better
result lists, click more per query, spend less time reading documents, all
this producing more useful documents per click per query. This hypothet-
ical process remains to be tested in future work.

3.4.3 Implications and Generalizability

Our regressionmodels not only allow provide an answer to Research Ques-
tion 3 (Predicting Retrieval Success), but also allow some informed specu-
lation about the underlying processes: we observe that increased search re-
sult usefulness is associated with decreasing effort to edit the pastes for the
essay. This is likely a result of the fact that writers were explicitly permit-
ted to reuse text from the sources they found, without having to think about
originality requirements. Hence, provided they found appropriate sources,
writers could place passages from search results directly as a part of their
essays. If the usefulness indicators reflect authors finding sources that re-
quire little editing, they should be correlated with less editing of pastes. To
test this hypothesis, we measure the proportion of reused words out of all
words in the essay (authors annotated the text they reused themselves, as
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part of the original study); it can be reasonably assumed that the higher
this proportion, the less the pasted text is edited. We find that Spearman
correlations of the proportion of reused words with the number of pastes
(ρ=.27**) and the number of words pasted (ρ=.18*) are significant. Thus,
decreasing effort in editing pasted text reflects the usefulness of pastes in
composing the essay.

Further, our models indicate that the fewer queries a user makes, the
more clicks per query, and the less text editing takes place, the more use-
ful the search results are. This matches well with previous findings: an
increase in clicks has been shown to correlate with search satisfaction [87]
and the perceived usefulness of documents [122]. However, our results also
show that an increase in dwell time decreases search result usefulness. This
contradicts many earlier findings that dwell time is positively associated
with usefulness [120, 122, 132]. We believe that this difference is due to the
study design underlying the dataset we used: First, previous studies have
restricted task time considerably, while in the essay writing of the Webis-
TRC-12 there was no time limit. Second, the required length of the essays
is notably longer than in similar studies. Third, the writers of the essays in
the Webis-TRC-12 were encouraged to reuse text from search results with-
out originality requirements. These factors likely encouraged authors to
copy-and-paste from search results, potentially editing the text later.

In a previous study, Liu and Belkin [120] observed that users kept their
search result documents open while moving back and forth between read-
ing documents and writing text. In their scenario, increased usefulness
thus comes with increased dwell time. In the case of Webis-TRC-12 instead,
manywriters first selected the useful pieces from some search result, pasted
them into their essay, and modified them later [156]. Thus, the actual dwell
time onuseful search results is lower in theWebis-TRC-12. Furthermore, the
selection of useful text fragments likely resembles relevance assessments. It
has been shown that it takes less time to identify a relevant document com-
pared to a borderline case [77, 174]; essay writers likely needed less time
to identify useful text passages in search results containing plenty of use-
ful information, compared to documents with less such information. This
can also further explain the negative association between dwell time and
usefulness in the scenario of our study.

We believe that our results can be generalized to arbitrary writing tasks
of long texts: In essay writing, it is likely that querying and result exami-
nation behavior is similar regardless of originality requirements, while text
editing will vary by originality. An interesting future research question is
how search and text editing contribute to document usefulness in the form
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of information use, in the presence of stricter originality requirements. In
the paragraphs above, we conjecture processes that could explain the as-
sociations between the predictors and the usefulness measures. While our
regressionmodels do not allow us to test these conjectures, such an analysis
could form a promising future direction.

Our regression models cover about 90% of the variation in pastes from
clicked search results and about 69%of the variation in the number ofwords
pasted per clicked search result. We argue that the number of pastes and
the number of pasted words reflect the actual usefulness of search results
fairly validly: for the writers in our study, pasting precedes usage in the fi-
nal essay. In both our regression models, three predictors cover 91–95% of
the explained variation. In both cases, one of these is a query variable, one
is a click variable, and one is a text editing variable. Thus, all three vari-
able types are required for an accurate prediction of usefulness based on
information usage. Click variables have the strongest effect on usefulness
compared to query or text editing variables. However, it is essential to in-
clude also the latter ones in the models, as they cover a notable proportion
of variation in usefulness. Consequently, personalization in real-world re-
trieval systems based on information use should include the major factors
in these three variable groups, due to their strong effects.

3.5 Conclusion

This chapter has introduced the Webis-TRC-12 corpus, a crowdsourced
dataset of 150 long essays written by 12 different writers with the sup-
port of a web search engine, while the writers’ interactions with the search
engine—as well as their changes to the essay text over time—were recorded
in fine-grained detail. The initial exploratory analysis of the data has pro-
vided answers to Research Questions 1a and 1b, but the Webis-TRC-12
has been applied to other pursuits not covered here as well, including the
evaluation of plagiarism detection systems [157] and source retrieval algo-
rithms [82].

In pursuit of Research Question 1a (Writing Strategies), Section 3.2 iden-
tifies the build-up and boil-down writing strategies: the former is character-
ized by targeted and incremental material gathering over time, and reused
text is adapted into the developing text on the fly. By contrast, adherents
of the latter strategy collect big chunks of text in large batches, and distill a
coherent essay in a later re-writing phase. Similarly, in answer to Research
Question 1b (Searching Strategies), Section 3.3 finds evidence for two basic
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searching strategies, which we label clickers and queriers: the former follow
long click trails from a small number of queries, whereas the latter submit
varied queries, but are more selective with clicks.

For web search tasks like the essay writing with text reuse studied in this
chapter, we can propose also an answer to Research Question 2 (Measuring
Usefulness): the act of reusingmaterial from a source forms a strong useful-
ness signal—we term this usefulness by actual use, as opposed tomeasuring
the perceived usefulness by asking the user (cf. Ahn et al. [3], He et al. [88]).

The study presented in Section 3.4 is one of the first attempts to analyze
the actual usefulness of clicked search results based on information usage,
and gives an initial answer to ResearchQuestion 3 (Predicting Retrieval Suc-
cess): users who make fewer queries, click more, and edit the text less tend
to be more successful at retrieving useful sources. Interestingly, long dwell
times on result documents appear to be associated with lower retrieval suc-
cess, while some previous studies found the opposite. We hypothesize that
this is due to the greater complexity of our writers’ task, and the lack of a
time limit for task completion.
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4
Analysing a Large Question-Query Log
This chapter tackles the problem of how search engine queries expressed
in question form can be better supported by retrieval systems. To this end,
we focus on the query preprocessing step in the task-based information re-
trieval process (cf. Figure 1.1 on page 3), and work towards answering Re-
search Question 5 (Question Query Patterns) in search of patterns in the
query log that can help e.g. in query disambiguation. In the process, we
analyze a large query log of nearly 1 billion question queries in order to
study the characteristics of question queries. Following this initial analysis,
we address Research Question 4 (Question Query Classification), automat-
ically categorizing the question-like queries by their topics. To this end, we
mine a large training set of author-labeled questions from a Community
Question Answering (CQA) platform, on which we train a classifier that is
then transferred to the query classification setting. Our analysis with the
help of the trained model helps us answer Research Question 5 (Question
Query Patterns), gaining new insights on the characteristics of the questions
that users type into search engines.

In the late 1990s, queries in question form comprised less than 1% of the
query stream of a general-purpose search engine; the most common format
was [where can i find ...] for general information on a topic [178]. Pang
andKumar report that question queries accounted for about 2%of the entire
Yahoo query stream in 2010 [149]. Our analysis shows that question queries
already constitute a 3–4% share of the query log we are using from 2012;
questions are thus still on the rise even in keyword-based interfaces.

Why do users formulate search queries as questions? A possible expla-
nation is the general tendency of smoother, more natural human-computer
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interactionwith information retrieval systems, as evidenced by touch, voice,
and visual search interfaces. In particular, the increasing prevalence of voice
search queries has been previously documented [171].

However, submitting queries in the form of natural language questions
does not always yield better search results. As several studies show [11,
22, 149], web search engines perform worse at answering question queries
compared to corresponding keyword queries. In view of the growing share
of question queries, and the still lagging search quality for them, there is a
strongneed to improve the processing of such queries. For example, a recent
major update to Google’s search algorithm—codenamed Hummingbird—
was targeted at answering long natural questions better.1

As elaborated in Chapter 2, query preprocessing with the aim of improv-
ing under-resourced queries often makes use of click-through data as an
implicit relevance signal. In case of questions, however, the availability of
click-through data is a big problem, as questions are typically rather unique,
and have little associated log data. This rules out the above classification
methods for our use case of question classification and we aim for another
approach to analyze our large question query log.

The approach described in this chapter exploits Community Question
Answering (CQA) data and its categorization scheme as a “bridge classifi-
cation” for the question query classification problem. CQA services provide
a vast amount of questions manually categorized by their users that can in-
form automatic query categorization. Similarly to [117], our primary goal is
to expand the training set, using rather straightforward classification tech-
niques. In our study we employ several million user-generated questions,
alongwith top-level category labels, for building a question-query classifier.
To the best of our knowledge, this approach is novel.

Topical classification of questions can be useful not only in a web search
context. Robust topical classification can also boost the identification of
users’ information needs in contexts different from web search. Mobile
voice-activated assistants like Apple’s Siri—that suffer from a limited range
of available classification domains [21]—may benefit just as the analysis of
short interrogative posts on Twitter [223] or Facebook [139].

The contributions of this chapter are two-fold: First, we describe and ana-
lyze two large complementary datasets of Russian questions from2012: (1) a
year’s worth of questions posted at a popular CQA service, and (2) ques-
tion queries submitted to a large commercial search engine. To the best of
our knowledge, this is the first study dealing with non-English question

1http://onforb.es/1bfagwI

http://onforb.es/1bfagwI
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datasets of this size. Second, we build a question classifier of high quality
using CQA data and use it to analyze the information needs of web search
question askers.

The remainder of the chapter is organized as follows: we introduce the
datasets used in our analyses in Section 4.1 and explain our classification
approach in Section 4.2. Besides experimental evaluation of the classifica-
tion approaches, Section 4.3 also shows the application of our classification
approach to one billion web search question queries to shed some light on
what people ask their search engine. Finally, Section 4.4 summarizes the
results and suggests interesting directions for future work.

4.1 Data Acquisition and Preparation

The basis for our question query classification are two datasets: a large
amount of question-like queries collected from the query log of Yandex2, a
leading Russian search engine, and a year’s worth of questions and answers
from a popular Russian community question answering (CQA) platform
Otvety@Mail.Ru3. Both datasets contain Russian queries only, although
some of the queries contain words in other languages (mainly named enti-
ties such asmovie or song titles, names of video games, etc.). Below, we out-
line the data acquisition process and provide further details on the datasets.

4.1.1 Web Search Questions

The initial dataset comprises all queries from Yandex’ logs for the year 2012
containing one of 58 combinations of question word uni- or bigrams (e.g.,
what, where, when, why, how, does, should, . . . , in which, for what, etc.). This
is similar to previous processes of question extraction from query logs [22]
except that the question word set was adapted to Russian. Each entry in the
resulting question excerpt is annotated with the query string, time stamp,
and user ID. The nearly 2 billion initially acquired questions form about 3–
4% of the actual query log, indicating some further increase in the number
of questions submitted to web search engines compared to the 2010 Yahoo
figure of about 2%using similar extraction rules [149]. Under the agreement
with the search engine, we have access only to the queries containing ques-
tion words for research purposes; we have no access to other queries issued
by the same users or to the search results. Since it was curated at the end

2http://yandex.ru
3http://otvet.mail.ru

http://yandex.ru
http://otvet.mail.ru
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Table 4.1: Cleaning the question queries extracted from the web query log.

Cleaning step Unique users Questions

Raw log 185,700,840 1,980,878,942
Spam & bots 184,630,648 1,903,716,272
Core questions 167,812,003 1,577,657,443
Repeats & prefixes 167,812,003 1,265,433,864
Unoriginal questions 145,688,746 923,482,955
Single-word questions 145,071,912 915,055,325

of 2012, the query log contains no entries for the second half of December.
Hence, we omit all December entries from our analysis.

In an iterative process outlined below, we apply several data cleaning
steps to retain only queries that represent actual question-asking informa-
tion needs. Table 4.1 shows the individual steps of the data cleaning process
and their impact.

We first target the removal of spam and bot queries from the log. After
examining user activity statistics, we suggest to characterize a user as a bot
when any of the following properties hold: (1) more than 2,000 total entries
in our question-only excerpt of the query log over the entire year; (2) more
than five questionswithin themost active one-minutewindow; (3) amedian
question length of more than 20 words; or (4) at least 50 questions in total,
and the same leading 15 characters in at least 80% of them. The first two cri-
teria are aimed at the number of questions per time slot, and the latter two
at the type of questions submitted. Users submitting a very large number
of questions in one year or in their peak activity minute behave rather “un-
humanlike” and we view them as bots. Users submitting unusually long
questions, or questions almost always starting with the same 2–3 words are
also behaving rather unnaturally. Extensive spot-check inspections of users
matching any of the above four criteria showed that all of them could man-
ually be easily identified as bots. The specific numbers might be debatable,
especially for the peak activity for some of the affected users, but we de-
cided to rather aggressively remove users to base later examinations only
on questions that were very likely submitted as a human information need.

Altogether, the first cleaning step removed about 1 million users and all
their 77 million questions. Examples of removed bots include users submit-
ting very many [how to translate ...] or [how is the weather in ...]

questions that probably aim at scraping the search engine’s translation or
weather service, or for instance bots submitting thousands of long copy-
pasted questions from exams. Interestingly, hardly any of the questions
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containing an actual question mark remain after the first cleaning step; the
ones that do remain almost always also seem to be copy-pasted from some
exam. Having removed all entries for the suspicious users in this first step,
we apply subsequent filtering steps to individual questions in the log.

In a second cleaning step, we retain only “core questions”with a question
word in the first position, since extensive spot checks of the other queries
showed a large number of queries with debatable question intent. Instead
of devising sophisticated rules to decide for each such query whether it ac-
tually is a question intent or not, we again choose an aggressive removal
to reduce the amount of non-question needs in the final dataset. This step
removed about 326million questions; about 17million users had no remain-
ing questions afterwards and were also removed.

The third cleaning step eliminates repeated questions and collapses pre-
fixes. The goal is to remove bogus query submissions resulting from instant
search, accidental submissions of unfinished question strings, or log entries
of users paging through search engine results pages (SERPs) (always with
the same question string but not really submitting new queries). If a user re-
submits the same question within 90 minutes, without a different question
in between, we only retain the first occurrence. To catch SERPpaging behav-
ior, we again choose to aggressively clean the query log using a long tempo-
ral window rather than a 2- or 5-minute gap. To remove “unfinished” ques-
tions stemming from instant searches or unintentionally submitted queries,
we analyze pairs of questions submitted within 5 seconds. When the first
query of such a pair is a prefix of the second, we retain only the latter (e.g.,
[when was caesar bo] is removedwhen immediately followed by [when was

caesar born]).
In a fourth cleaning step, we remove unoriginal questions, by which we

refer to questions not formulated by the user themselves, but probably stem-
ming from some external source. For this, we first remove all questions that
match one of 885 titles of Wikipedia articles (e.g., the Russian version of the
movie title [what women want]). We then also identify questions that seek
answers to crossword puzzles: if a query endswith the phrase [n words] for
some value of n, we assume it came from a crossword puzzle. In addition,
we also remove question queries that contain the phrase [family feud], and
variants of that TV show’s name in its Russian incarnation.4 For both the
crossword and TV show questions, we include a “bootstrapping” step, in
whichwe also remove all the questions that co-occur ten ormore timeswith

4Family Feud is a popular TV show that prominently features questions like[what is a
problem most people have in their life] forwhich the participants have to guess
the most popular response of 100 people being asked that question.
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Figure 4.1: Question queries in the cleaned dataset as a monthly fraction of the
total query traffic.

one of the characteristic phrases (about 7,600 question strings identified in
the bootstrapping). Furthermore, we also remove questions matching a list
of 1,764 questions published on fan websites of the Family Feud show. We
believe that hardly any of the questions matching a Wikipedia article with
the very same title, a crossword puzzle question, or a Family Feud question
actually represent an original question intent of the user. Exceptions might
be questions like [when was family feud aired on abc], but again, we ag-
gressively remove all of the about 342million questions matching the above
patterns, instead of a more detailed case-by-case decision.

In the fifth and final cleaning step, we filter out those entries contain-
ing only one word after stopword and question word removal. Although
this also removes questions like [when is christmas] our spot checks found
many of the single-word questions not to represent real question needs.

The cleaning steps altogether removed more than half of the originally
sampled questions; the remaining dataset contains about 915 million ques-
tion queries from about 145 million users. This represents about 1–2% of
the search engine’s query stream (cf. Figure 4.1 for the monthly fraction).
Further characteristics and a comparison to our CQA dataset can be found
in Section 4.1.4.

4.1.2 Community Question Answering Data

The CQA dataset we acquired comprises approximately 11 million
questions submitted in Russian by over 2 million unique users to
the Russian CQA platform Otvety@Mail.Ru5 throughout the year 2012.
Otvety@Mail.Ru (otvety means answers) is a Russian counterpart of Yahoo!

5http://otvet.mail.ru/

http://otvet.mail.ru/
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Table 4.2: Class distribution in the CQAdataset and themanually labeled question
query test set.

Category Number of instances
CQA Test set

Society & Culture 1,267,700 95
Computers & Internet 965,834 131
Family & Relationships 950,180 33
Adult 526,465 13
Games & Recreation 524,533 61
Education 372,600 38
Home & Garden 355,906 117
Entertainment & Music 337,364 64
Cars & Transportation 335,659 89
Health 307,033 70
Consumer Electronics 193,685 43
Beauty & Style 173,825 23
Sports 165,959 16
Business & Finance 99,524 41

Σ 6,576,267 834

Answers with similar rules and incentives. Each question is manually cat-
egorized by the submitter into one of 28 top-level categories with alto-
gether 189 leaf-level categories forming a two-level hierarchy. In the process
of dataset acquisition, we omit several ambiguous categories, and merge
closely related categories, leaving the 14 top-level categories shown in the
first column of Table 4.2 as our classification targets.

When using query category labels as additional features for ranking
along with hundreds of other features, coarse-grained flat categories usu-
ally suffice. This is an important difference to query classification for search
advertising (advertising-to-query matching is based on category informa-
tion only), automatic classification of web documents, or category sugges-
tion for questions in the CQA scenario. In the latter cases, the amount of
information items under leaf categories must be “digestible” by humans.
Hence, hierarchical taxonomies with thousands of categories are used.

We paid special attention to noise in category labels, dissimilarity of the
topic distributions in the two datasets, and the alignment of source (CQA)
and target categories. Since the user posting a question on the CQA plat-
form manually labels the question with a category—and this seems to be
an error-prone task given the number of categories—we decided to further
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Figure 4.2: Number of questions per user.

clean the initial dataset. We only keep questions submitted by users that
have posted at least three questions that got an answer. This criterion is
meant to capture questions with better categorizations: users posting more
than just one or two test questions can be viewed as more experienced with
the category scheme and questions that got an answer form a further sup-
port of this hypothesis since other users found the query under its category.

The assigned categories in the remaining 6 million questions from the
CQA platform are less noisy than the original 11 million questions, making
the cleaned CQA data well-suited as a training set for our query classifica-
tion task. The second column of Table 4.2 shows the number of instances in
the CQA dataset per category. Further characteristics in comparison to our
question queries dataset can be found in Section 4.1.4.

4.1.3 Web Search Question Test Data

In order to evaluate the performance of our classification pipeline on the
question queries from the search engine log, we randomly sample 1,000 en-
tries from the cleaned dataset. After labeling by three domain experts, no
two annotators picked the same category for 166 of the questions. These
more ambiguous questions were removed from the test set. The third col-
umn of Table 4.2 shows the class distribution in the remaining test set of
834 questions.

4.1.4 Descriptive Statistics

We have about 915 million questions from about 145 million users in the
web search question query dataset and about 6million questions fromabout
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Figure 4.3: Question frequency in the CQA and question queries datasets.

0.5 million users in the CQA dataset. For both datasets, the distribution of
the number of questions per user is shown in Figure 4.2.

Note that we do not have users with less than three questions in the
CQA dataset due to our filtering rule. About one third of the CQA users in
our cleaned dataset have posted three questions, another half have posted at
most ten questions and the remaining 20% have submitted up to 5,000 ques-
tions in the year 2012. The average number of questions per user in the
CQA data is about 16, with a maximum of 257 questions.

In the question queries data, the situation is slightly different, with the
average user submitting about 6 questions; this is not surprising since we
did not remove users with very few questions here. About 40% of the users
only submitted a single question in thewhole year. However, due to the user
identificationmethod on the server side, some questions from the sameuser
might get loggedwith different user IDs. Similarly to theCQAdata, another
40–50%of the users submit atmost ten questionswhile only 10%of the users
submit up to 2,000 questions in the whole year. Since 2,000 questions per
year was a bot-removal threshold used in our cleaning process, there are no
users with more than 2,000 question queries and only a fewwith more than
1,000 questions; the most interrogative user submitted about 1,500 question
queries in the whole year.

The two datasets also differ in the most frequent question prefixes given
in Table 4.3. Not surprisingly, the top prefixes of the question titles in the
CQA data show that users often do not explicitly formulate a question but
rather ask others for help (e.g., [I need your help] or [can you help me]).
Due to the sampling strategy, the question queries have explicit question
words as their initial n-grams. As was already observed in other studies,
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Table 4.3: The five most frequent initial 2- and 3-grams per dataset.

N-gram English translation Frequency

CQA Dataset
можно ли is it possible 113,291
а вы and you 89,193
у меня I have 68,337
что делать what to do 66,665
как вы how you 64,235
что делать если what to do if 36,990
где можно скачать where can I download 21,665
как вы думаете what do you think 20,057
а у вас and you 16,631
как вы относитесь what do you think 13,497

Question Queries Dataset
как сделать how to make 35,678,293
можно ли is it possible 28,001,988
как правильно how to correctly 23,014,202
сколько стоит how much costs 19,533,978
где купить where to buy 11,405,702
как избавиться от how to get rid of 5,166,515
где можно купить where to buy 2,804,874
как скачать музыку how to download music 2,072,003
как доехать до how to get to 2,028,746
какие документы нужны what documents are needed 1,818,986

the most frequent questions are how-to questions that can be formulated
using different bi- and trigrams in Russian.

Figure 4.3 shows the datasets’ frequency distributions. In the CQA data,
about 98%of queries are unique, as opposed to 88% for the question queries.
Unsurprisingly, given that we count title and description as the query, the
average question appears just once in the CQA data with the very short
most frequent questions appearing five times. In the search engine ques-
tion queries, the average question appears about two times while the most
frequent question, [how to download music from VK], has nearly a million
occurrences.6

Figure 4.4 shows the question length distributions in both datasets.
While almost all the question queries have at most ten words, only one
third of the CQA questions are that short (but note that we combine the

6The query refers to the Russian social network site vk.com.

vk.com
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Figure 4.4: Question length in the CQA and question queries datasets.

question title and description fields). The average question query has a
length of about six to seven words (about five to six not counting question
words); the longest having 114 words was probably copy-pasted from an
exam (not reprinted here). The average CQA question is much longer with
about 24 words (28 including question words) and the longest CQA ques-
tion is about 1,000 words including its description.

4.2 Question Query Classification

We employmachine learning to assign categories to the queries in the ques-
tion query log: Using the CQA questions and their author-assigned cate-
gories as a training set, we train a classifier that predicts the categories of
unlabeled search engine question queries with high accuracy. To this end,
we first derive different feature representations from the question queries
and CQA questions, using the representation strategies outlined below. We
compare a bag-of-words representation, which is effective but unwieldy
due to its amount of features and only applicable to a subset of the ques-
tion query data, to a much more compact topic-model-based representa-
tion. We compare both of these machine learning based approaches to a
simple retrieval-based baseline, which looks up the query to be classified
in an inverted index of CQA questions, and assigns the majority category
of the top ten results. Figure 4.5 gives a high-level overview of the three
classification pipeline variants; additional details are given below.

Since we finally want to classify the question queries, the general process
of transferring the trained classifier fromCQAdata to question queries is as
follows: First, we extract features (bag-of-words or topic models) from the
question queries, then train a classifierwith these features on theCQAques-
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tions, and finally apply the classifier to the question queries. The (unsuper-
vised) feature extraction from the target dataset ensures better transferabil-
ity of the classifier.

4.2.1 CQA Retrieval Baseline

As a simple baseline for comparison, we implement a majority-vote classi-
fier based on CQA retrieval. To this end, we index the CQA dataset using
the Okapi BM25 retrieval model, which has served as a baseline in previous
studies on CQA retrieval [217]. At classification time, we submit the unla-
beled query to this index, and pick the most common category among the
ten first search results. In case of ties, we pick the category with the higher
aggregate retrieval score.

4.2.2 Bag-of-words Features

Our first actual machine learning model is based on a bag-of-words repre-
sentation, where each question is represented as a term frequency vector
of (case-folded and lemmatized) unigrams. A bag-of-words model can be
very complex: across the entire question query dataset, there are more than
16 million distinct words. Since we are using the CQA questions as our
training set, our classifier can only consider the 1.3 million words that also
occur in CQA questions. Out of this number, we retain only those words
that occur in at least ten question queries, resulting in 137,032 features for
our question query representation.

Besides its complexity, the main drawback of the bag-of-words model
is the divergence of the feature sets between the two datasets. Out of our
nearly one billion question queries, only 85% contain vocabulary from the
bag-of-words model. We employ probabilistic topic modeling in order to
reduce themodel complexity, as well as to improve the transferability of the
classifier. We investigate two different probabilistic topic models: Latent
Dirichlet Allocation [24] and the Biterm Topic Model (BTM) proposed by
Cheng et al. [46].

4.2.3 Topic Model Features

Both LDA and BTM are generative Bayesianmodels that uncover latent top-
ics in a given text corpus by modeling the formation of documents as the
result of a probabilistic process. For the purposes of feature derivation for
our classification task, they operate in two basic steps, which can be summa-
rized as inference and representation. The inference step involves finding the



4 Analysing a Large Question-Query Log 93

Input Processing Output

1) CQA Retrieval Baseline

CQA
Training Set

BM25 Scoring +
Indexing

CQA
Index

Index lookup

Top-10 Majority
Vote

Unlabeled
QQ

QQ with
Categories

2) Bag-of-Words Classifier

CQA
Training Set

Term Frequency
Vectors

Naive Bayes
Training

Naive Bayes
Model

Term Frequency
Vectors

Naive Bayes
Prediction

Unlabeled
QQ

QQ with
Categories

3) Topic Models

Topic Model
Fitting k-Topic

Model

Model type
{LDA, BTM}
Topic count (k)
{50..500}

CQA
Training Set

Topic
Distribution
Inference

Naive Bayes
Training

Naive Bayes
Model

Model
SelectionCQA

Val. Set

Naive Bayes
Prediction

Unlabeled
QQ

QQ with
Categories

Figure 4.5: The three question query classification pipeline variants in our study:
(1) Simple CQA retrieval baseline; (2) Naive Bayes classifier trained on Bag-of-
words representation; (3) Naive Bayes Classifier trained on topic model represen-
tation.
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model parameters that best fit the observed data (the questions/documents
in the corpus) for a given topic number k. Given a topic model thus trained,
documents can be represented as k-vectors of topic probabilities. The gen-
erative model that is assumed to have generated the observed documents
differs significantly between LDA and BTM.

From the LDA perspective, each word in each document is generated
by first drawing a topic from a document-specific topic distribution, and
then drawing the word from the word distribution for that topic. In order
to accurately infer the per-document topic distributions, LDA depends on
document-level context, and tends to perform poorly on short texts where
word co-occurrence information is sparse [46].

The Biterm Topic Model circumvents this sparseness problem by mod-
eling term co-occurrence directly: BTM’s generative model conceives of a
document as a set of all word pairs (biterms) that co-occur in it. Each biterm
in a given document is generated by drawing a topic from a single global
topic distribution, and then drawing the biterm from that topic’s biterm dis-
tribution.

The benefit of representing documents as vectors of latent topic probabil-
ities is two-fold—first, the representation ismuchmore compact than a bag-
of-words model of similar performance, and second, it captures high-level
semantic structure based on unigram occurrence alone, allowing a larger
fraction of the question query log to be classified.

Our topic-model-based classification pipeline operates as follows: we ap-
ply stopword removal, case folding and lemmatization to all datasets. We
then fit topic models to the question query dataset with the topic count k
ranging from 10 to 500. For LDA, we employ the implementation available
as part of the gensim Python software package.7 To fit Biterm Topic Models,
we use a C++ implementation maintained by one of the BTM authors.8 We
then represent the CQAquestions using the topicmodels fitted on the ques-
tion queries, and split the CQA questions into a training and validation set,
comprising 70% and 30% of the questions, respectively. We use the valida-
tion set to select the best performing topic model, which we then evaluate
on the web search question test set.

In the following section, we describe the results of our classification ex-
periments and insights on questioning behavior in the search engine log.

7https://github.com/piskvorky/gensim
8https://github.com/xiaohuiyan/OnlineBTM

https://github.com/piskvorky/gensim
https://github.com/xiaohuiyan/OnlineBTM
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Figure 4.6: Classification performance of the topic model features on the CQA
validation set.

4.3 Experimental Results

According to the above procedure, we train a multinomial naïve Bayes clas-
sifier on the CQA training set for each of our question query models, and
compare their performance on the CQA validation set. Having selected the
best performing models from this run, we train new classifiers on the en-
tire CQA data and evaluate them using the web search question test set.
In order to compare the performance of the different models, we compute
the classification performance on each target class, and then average over
the classes to arrive at the macro-average precision and recall, as defined
by [175]. Finally, we classify all questions in the web search log in order to
gain further insights into what users ask search engines. For the classifica-
tion experiments described below, we employ the multinomial naïve Bayes
implementation from the Apache Spark MLlib library.9

4.3.1 Performance on CQA Questions

In order to compare the performance of the different topic models on the
CQA data, we first fit a topic model to the question query data for the dif-
ferent numbers of topics. Due to the large amount of input data, this is
a time consuming process; fitting the 500-topic BTM model requires ap-
proximately 80 hours of wall-clock time on a machine with sixteen 1.6 GHz
CPU cores, while the largest LDA model requires about 24 hours. For both
topicmodels, we use an incremental variant of the inference algorithm. Our

9https://spark.apache.org/mllib/

https://spark.apache.org/mllib/
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Table 4.4: Performance of the Bag-of-words and BTM models on the web search
query test data. The final column shows the change in F1-score relative to the val-
idation set.

Features Precision Recall F1-Score Gain

CQA Retrieval Baseline
— 0.67 0.66 0.66 —

Bag-of-words
137,032 0.61 0.7 0.65 +2%

Biterm Topics
100 0.47 0.53 0.50 +1%
200 0.46 0.49 0.47 ±0%
300 0.46 0.50 0.48 ±0%
400 0.46 0.50 0.48 ±0%
450 0.49 0.53 0.51 +4%

observations confirm those of [46]—while the processing time for BTM is
higher than for LDA, the memory requirements are lower.

Figure 4.6 shows the classification performance of the topic model-based
features on the validation set, with the number of latent topics ranging
from ten to 500. The biterm topic model outperforms LDA by a large mar-
gin for all topic counts. Considering the sparse word co-occurrence infor-
mation found in web search queries, this result confirms our expectations.
Both topic models’ performance increases with growing number of topics,
but the effect is more pronounced for LDA. More fine-grained latent top-
ics make more informative features for query categorization in both cases.
While the bag-of-words model outperforms both BTM and LDA, it is at the
cost of greater model complexity: the number of dimensions in the feature
vector for the bag-of-words model is four orders of magnitude larger.

4.3.2 Performance on Web Search Test Data

Based on the above results, we conclude that the biterm topic model is bet-
ter suited than LDA to our application domain. Hence, we compare the
performance of the BTM features to the bag-of-words features on the web
search query test set.

The results of our comparison are summarized in Table 4.4, where we
show the test set performance of CQA retrieval, the bag-of-words model,
and the BTM models which perform best on the validation set. The right-
most column of the table shows the relative performance gain (or loss) in-
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Figure 4.7: Confusion matrices for the bag-of-words classifier on the CQA vali-
dation set (left) and the question queriest test set (right). The rows are the true
classes, the columns are the predictions; the ordering of the classes is the same as
in Table 4.2.

curred in the transfer from the CQA to the web search data: it is notable
that no performance loss occurs here, which suggests that the word distri-
butions in both datasets are sufficiently similar. While bag-of-words fea-
tures still outperform the topic model on the test set, the difference in F1-
score between bag-of-words and the best-performing BTMmodel is smaller
compared to the validation set.

Being the best-performing of our machine learning models, we select
the bag-of-words classifier to investigate the topic distribution in the web
search question dataset; for the purpose of our post-hoc analysis, classifica-
tion speed is not a major concern. However, in a live retrieval setting, we
argue that one may prefer the BTM classifier despite its lower performance:
due to the more compact feature vector, classification with BTM is much
faster; on a 100-node Hadoop cluster running many classifications in par-
allel, the bag-of-words classifier requires on average three milliseconds of
CPU time to classify a single question, compared to 1.3 milliseconds for the
BTM classifier.

As shown in Figure 4.7, the classifier succeeds at distinguishing most of
the categories rather well. Two exceptions are the “Family & Relationships”
and “Adult” categories, which are frequently confused, aswell as the “Com-
puters & Internet” and “Consumer Electronics” categories. In both cases, a
likely explanation is the natural overlap in vocabulary between these pairs
of categories.
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Figure 4.8: Distribution of monthly question query volume over categories. For
each month, the shadings of the grid cells represent the categories’ relative contri-
butions to that month’s total number of queries.

While theCQA retrieval classifier achieves a slightly higher F1-score than
bag-of-words on the web search question test set, it incurs a much larger
computational overhead—an average of 407 milliseconds per query, with
the index stored on a solid-state disk. More advanced retrieval models
have been shown to outperform BM25 in terms of CQA retrieval perfor-
mance [217]. However, the overhead of an index lookup for each classifica-
tion may prove prohibitive in a live retrieval setting.

4.3.3 Categorizing Web Search Questions

Below, we showcase some of the insights gained from the category distribu-
tion of the question queries in our query log. Since even our three human
annotators were unable to reach a majority agreement regarding the cate-
gory assignment in 17% of cases, and our classifier agrees with the anno-
tators only two thirds of the time, the category assigned to any individual
query should be taken with a grain of salt. However, we do consider our
model good enough to study general trends in the data.

Figure 4.8 shows the distribution of question query categories by month
over the entire dataset. The shading in the cells shows the contribution of
each category to the total query volume for the corresponding month. The
category axis is ordered by descending frequency in CQA questions, for
easy comparisonwith Table 4.2. The category distribution that our classifier
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Figure 4.9: Distribution of common question prefixes (left) and suffixes (right) over
categories. The items on the x-axis are ordered by total number of occurrences
in the query log, highest at the left. For each item, the shadings of the grid cells
represent the categories’ relative contributions to that item’s occurrences.

infers for the web search questions is quite different from the distribution
of category sizes among the CQA data. For instance, “Home & Garden”
is the largest web search question category, covering over 13% of the web
search queries, as opposed to 5% of CQA questions. Only 4% of web search
queries are assigned to the “Society & Culture” category, compared to 18%
of CQA questions.

Beyond this, the development of categories’ query volume over time is of
interest. While the query volume for some categories, such as “Health” or
“Beauty & Style,” remainsmore or less constant throughout the year, others
show a pronounced seasonal variation. Most notably, the “Education” cat-
egory reaches its low point during the months of July and August, while
“Cars & Transportation” peaks around the same time. This may reflect
askers embarking on their summer vacations, and abandoning education-
related inquiries for travel-related ones.

Figure 4.9 shows the category distribution for some prominent question
prefixes and suffixes. For the prefixes, we select a set of how-to question
prefixes that are the most frequent in the query log, and compute the cat-
egory proportions for the questions starting with each prefix. Some pre-
fixes are strongly correlatedwith a single category, such as the [how to cook

...] questions with “Home & Garden.” Other question prefixes, like [how

to make ...] or [how to learn ...] are more evenly split among cate-
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gories and occur to some extent in each one. As a side benefit, this anal-
ysis serves as a sanity check for our classification model: expressions with
several plausible contexts are distributed across the appropriate categories.
For instance, the [how to clean ...] questions, with their corresponding
housekeeping-, computer-maintenance-, andpersonal-hygiene-related con-
texts, appear most frequently in the “Home & Garden,” the “Computers &
Internet,” and the “Beauty & Style” categories, respectively.

In the right half of Figure 4.9, we show the distribution of the ten most
common question suffixes over the categories, which reveals similar pat-
terns to the questions’ initial parts.

In an additional avenue of inquiry, we investigate the prevalence of ad-
vanced search operators—such as quoting, boolean expressions, or restrict-
ing the search to certain domains or file types—among question queries.
Studies of general query logs have found a single-digit percentage of queries
to use operators. For instance, [206] report 1.12% of queries recorded over
a 13-week period containing operators, and 8.7% of users employing op-
erators at least once during that time. We conjecture that among queries
formulated as natural-language questions, operator use will be even rarer.
Indeed, out of the nearly one billion question queries in our dataset, only
0.2% contain any search operators; only 1% of the 145 million unique users
use operators at least once.

In our query log, the quotation operator for phrasal search is by far the
most prevalent, accounting for about 96% of all operator occurrences. Well-
known operators like quotation and exact wordmatch are equally prevalent
across all categories, while the use of more advanced functionality often ap-
pears concentrated to a single category. For instance, the word distance op-
erators (for retrieving only documents where all query terms occur within a
user-specified number of words of each other) occur most often in the "Ed-
ucation" category.

4.4 Conclusion

We have conducted the first large-scale analysis of non-English question
querying behavior on a web search engine. Our main goal was to answer
Research Question 5 (Question Query Patterns) by analyzing the topics that
searchers are interested in over the time of one year. To this end we have
based our study on the about 1 billion questions submitted to a large com-
mercial search engine in 2012. An initial superficial analysis of the query
log, along with over 6 million question posted to a Community Question
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Answering (CQA) site, allowed us to gain insights about the characteristics
of question queries: in short, question queries are longer, rarer, and more
likely to be unique than typical search engine queries, but shorter, and less
frequently unique, than CQA questions. Deeper analysis of the query log’s
topic distribution required answeringResearchQuestion 4 (QuestionQuery
Classification) in the process.

In solving the problem of classifying question queries, we could not fol-
low the same practices used for classifying general web queries. There,
established technologies use the search results to enrich the short query
strings and to classify a query based on the results or the documents clicked
by a user; however, in the case of questions that are rarely submitted by
more than one user, click-through is much sparser. Since we also had in
mind to develop a classifier that can be used in an online search engine, the
fact that result information is not available for most of the questions ruled
out the use of the standard procedure. Contrary to query classification for
ad-matching, or classification of questions at question answering platforms
(that often classify into huge hierarchies with many classes) we aim at a
flat set of only a few categories that can be easily integrated as additional
features in the retrieval process (e.g., to select appropriate verticals).

Our suggested approach to question query classification is to use fea-
tures extracted from the question queries to train a classifier on labeled
CQAquestions (where the asker assigns categories to posted questions) and
then transfer this classifier back to the web search question queries. Our ex-
periments show this approach towork verywell in the settingwith 14 target
classes. Hence, even though studies have shown that users tend to submit
different questions to search engines than to CQA services, a fact also visi-
ble in our analyses, the classification transferability is not harmed. Training
the classifiers on all the questions posted to a CQA service in the same year
as the search engine questions, an F-measure of about 0.5 shows a decent
performance given the 14 classes. Interestingly, the accuracy of the very ef-
ficient biterm topic model-based classifier is not much worse than the less
efficient bag-of-words-based classifiers that had been proposed in previous
studies for question classification.

Our experimental study of the year-long question query log shows some
interesting first insights on categorized question asking behavior on a non-
English search engine. Not too surprisingly, education questions are hardly
observed in the months of summer vacation, while travel questions have
their peak appearance in this time. The ratio of questions related to home
and garden or health is rather stable over the year, while not too surprisingly
“adult” topics aremuch less present in questions than in general web search



102 4.4 Conclusion

queries. Further analyses on how-to questions, the questions’ last words,
and search operator use, also revealed some interesting insights.

Still, our first analyses should be seen as a starting point to use the ques-
tion query classification for future work that can help improve retrieval per-
formance on questions by better tailoring the results to the users’ needs.
This is especially important for questions that cannot directly be answered
by showing related CQA questions. The amount of questions not directly
answerable from CQA data is still an important direction for future re-
search. Complementing our results with a similar study of question cate-
gories on English questions could shed some light on cultural differences in
asking behavior and might help search engines to better address the differ-
ent markets. Since the sheer amount of questions in the total query stream
still is increasing, such topics will only get more important in the future. Po-
tential applications abound—for instance in mobile voice search—to enable
users to more naturally interact with retrieval systems via questions.



5
Enhancing Result Rankings With

Axioms
Axioms have featured in the information retrieval literature as a way of for-
mally expressing the properties that a good result ranking should have for
more than 30 years (cf. Section 2.5). So far, axiomatic ideas have been lim-
ited to the realm of ranking theory, serving the analysis of existing retrieval
functions, and the derivation of new ones. While axioms have certainly
advanced the state of information retrieval research, the purely theoretical
approach has certain drawbacks: any change to the consensus on the set of
desirable axiomswould require re-evaluating the retrieval functions used—
and perhaps re-indexing the collections kept—by search engines. Past ax-
iomatic studies have often suggested subtle changes to the original retrieval
models to better conform with specific axioms, and then demonstrated re-
trieval performance improvements based on these changes, although typi-
cally only a handful of specific axioms are considered. Up to now, no “oper-
ationalized” axiomatic retrieval model has been proposed that by construc-
tion conforms with as many axioms as possible and that hence could lead
to substantial retrieval performance gains.

This observation leads to Research Question 6 (Axiomatic Result Rerank-
ing): Is it possible—and how—to seamlessly integrate axioms for ranking
preferences into the retrieval process, in order to improve the results of a
basis retrieval model? Our proposed solution is inspired by the learning-
to-rank framework: Given some basis retrieval model, a carefully weighted
axiom combination re-ranks the top k results and produces an axiom-
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compliant output. In this regard, we consider as many of the published
axioms as possible and also suggest new term proximity axioms.

This chapter focuses on the result set postprocessing step in the task-
based IR process (cf. Figure 1.1 on page 3). While postprocessing can be ac-
complished in a variety of ways—as discussed previously in Section 2.4.2—
the axiomatic reranking approach discussed in this chapter closely follows
the learning-to-rank paradigm. In the approach presented here, we em-
ploy a mixture of the pairwise and the listwise learning-to-rank approach:
our axioms yield pairwise ranking preferences, but our optimization crite-
riameasure performance over a range of result lists of different queries used
for training—an approach inspired by a study of Cao et al. [42].

Most axioms in the information retrieval literature have a similar basic
structure: for a pair or triple of documents, rankingpreferences are deduced
from standard features such as document length, term frequency, or seman-
tic similarity (cf. the review in Section 2.5, pages 35ff). When such an axiom
is applied to all pairs or triples of documents in a retrievalmodel’s result list,
the matrix of the inferred preferences may induce a result re-ranking. For
example, consider a situation with an axiom A and three initially retrieved
documents d1, d2, and d3. After applying axiom A to all document pairs,
one might end up with the preferences d2 >A d1, d2 >A d3, and d1 >A d3,
where di >A dj means that document di should be ranked above dj accord-
ing to axiom A. Only the ranking [d2, d1, d3] matches these preferences and
will thus become the re-ranked document list. However, in the general case
there aremany axioms (typically of different importance) and contradictory
rank preferences will become likely. As a solution and a way of combining
the weighted axioms’ matrices of rank preferences, we apply fusion algo-
rithms that were developed in the field of computational social choice.

In the following, Section 5.1 presents our axiomatic reranking framework
and its components, including our operationalization of existing axioms
in a practical retrieval setting, a set of new term proximity based axioms,
and our approach to aggregatingmultiple axioms’ preferenceswhile resolv-
ing contradictions. Section 5.2 studies the effectiveness of our axiom-based
retrieval system in a large-scale evaluation with 17 basis retrieval models
in the setting of the TREC Web tracks 2009–2014. As a result, the perfor-
mance of almost all basis retrieval models is improved via axiomatic result
re-ranking. It is thus possible to improve existing retrievalmodels in an “ex-
post manner,” considering the latest insights from the research on retrieval
axioms. Finally, Section 5.3 points out possible avenues for future work.
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Figure 5.1: Illustration of our axiomatic result re-ranking approach. (1) Initial
result set construction of size k using a basis retrieval model. (2) Deduction of
axiom-specific partial orderings (matrices) for the result set documents, which are
combined into a single matrix based on a previously learned axiom aggregation
function. (3) Re-ranking of the original result list by solving the Kemeny rank ag-
gregation problem with the KwikSort algorithm.

5.1 The Axiomatic Re-Ranking Approach

We put axiomatic re-ranking to work within three steps. First, an initial
search is done with some basis retrieval model; the returned top k results
are used as re-ranking candidates (in our experimentswe set k = 50). Recall
that our approach is not restricted to a certain retrieval model—a fact which
is later demonstrated in the experimental evaluation. Second, each axiom
is evaluated regarding the retrieved documents, and the resulting pairwise
rank preferences are stored as amatrix. Using amachine learning algorithm
on a training set of document pairs with known relevance judgments, we
infer an aggregation function to combine multiple axiom preferences into a
joint preference matrix. Third, on the resulting matrix a rank aggregation is
applied that utilizes ideas from the field of computational social choice. In
particular, we derive the final re-ranked results by employing the KwikSort
algorithm [4] to solve the Kemeny rank aggregation problem [104] on the
summatrix. We argue that the training should yield different axiom aggre-
gation functions for different basis retrieval models. Hence, when applying
axiomatic re-ranking given some basis retrieval model’s results, we consult
the corresponding learned aggregation function. The general setup of our
approach is illustrated in Figure 5.1.

In the remainder of this section we explain which axioms from the ax-
iomatic IR literature we use and the sometimes necessary modifications.
We also present our newly developed term proximity axioms, and detail the
employed rank aggregation method and the axiom aggregation scheme.
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5.1.1 Requirements on Axioms

We analyzed the literature on published retrieval model axioms and care-
fully selected those that can be restated to induce rank preferences for result
lists. In this regardwe decided to restrict to axioms that formalize rank pref-
erences on pairs of documents—reflecting the pairwise approach to learn-
ing to rank. From its syntax, an axiom A in our framework is formulated as
a triple:

A = (precondition,filter , conclusion),

where precondition is any evaluable condition, filter is a more specific filter
condition, and conclusion is a rank preference di >A dj (semantics: docu-
ment di should be ranked above dj according to A). For each axiom A and
for all pairs of documents these rank preferences are stored in amatrixMA:

MA[i, j] =

{
1 if di >A dj ,
0 otherwise.

Note that, at least theoretically, the application of an axiom requires the iter-
ation over all pairs of candidate documents to check precondition and filter

to infer the rank preferences. In this initial investigation, however, we do not
focus on the practical efficiency of axiomatic re-ranking but demonstrate its
effectiveness. Further tuning the efficiency of the axiomatic re-ranking ap-
proach will be an interesting task for future research given the promising
experimental improvements of retrieval quality we achieve (cf. Section 5.2).

5.1.2 Existing Axioms And Modifications

We start with remarks on modifications that pertain to most axioms and
then present the analyzed axioms with potential individual modifications.

GeneralModifications Some axioms from the literature rely on precondi-
tions or filters that require two documents to have exactly the same length
(e.g., TFC1 and TFC2) in order to be admissible. However, while this con-
dition is theoretically sound, real-world top k search result sets are un-
likely to contain many documents that fulfill this (or some other) value
constraint exactly. We hence relax such conditions, and require only a
fuzzy match, allowing a difference of at most 10%—a length condition
length(di) = length(dj) requiring exactly the same length of di and dj is
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thus adapted to length(di) ≈10% length(dj) with the following semantics:

|length(di)− length(dj)|
max{length(di), length(dj)}

≤ 0.10.

Conversely, if an axiom stipulates a length difference, this corresponds to a
difference of more than 10%, denoted>10%, in our framework. Besides doc-
ument length, axioms with equality constraints on term frequency are also
adapted with a 10% relaxation. Some axioms’ conditions require identical
term discrimination values for two terms. We use idf in such cases, but do
not apply the 10% rule since this would result in too many terms with the
“same” idf values. Instead, we round values to two decimal places, and
then consider two terms to have the “same” term discrimination value if
the rounded idf values are the same. In some axioms, a semantic similar-
ity measure s(w1, w2) for two terms is employed. We use WordNet1 in such
cases. Also note that while some axioms conclude properties of some ab-
stract query-document scoring function score(d, q), we simply map these
properties to the induced rank preferences.

Term Frequency Axioms The basic idea of the term frequency ax-
ioms TFC1–TFC3 and TDC is to formulate reasonable assumptions on the
correlation between term frequency and document ranks. As a first exam-
ple, axiom TFC1 is given with the original description and our restated ver-
sion in full, while subsequent axioms will be described in less detail. Ax-
iom TFC1 assigns higher scores to documents that contain a query term
more often based on the following original definition [72]:

TFC1: Let q = {t} be a query with only one term t. Assume |d1| = |d2|. If
tf (t, d1) > tf (t, d2), then score(d1, q) > score(d2, q).

We transform TFC1 to our triple notation as follows:

precondition := length(d1) ≈10% length(d2),

filter := tf (t, d1) >10% tf (t, d2), and
conclusion := d1 >TFC1 d2.

For queries withmore than one term, we use the sum of the individual term
frequencies in the filter condition as a generalized version of TFC1. We gen-
eralize and transform the axioms TFC2, TFC3, and TDC. Axiom TFC2 re-
quires special treatment, as it compares three documents and checks the

1http://wordnet.princeton.edu/

http://wordnet.princeton.edu/
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term frequency gaps between these documents, but concludes score differ-
ences score(d2, q) − score(d1, q) > score(d3, q) − score(d2, q) for the three
documents that cannot directly be modeled in our framework. According
to the precondition of TFC2, d3 has the highest term frequency and d1 the
lowest; hence, we change the conclusion to d3 >TFC2 d2 and d2 >TFC2 d1.
This way, we treat TFC2 as a transitive version of TFC1; as such, it probably
does not add much to an axiomatic re-ranking that also includes TFC1.

The axioms TFC3 and TDC conclude scoring properties for two-keyword
queries based on term discrimination values (rounded idf values in our set-
ting). The document containing the terms more often—or containing terms
with higher idf values—is favored. To be applicable also to longer queries,
we generalize TFC3 and TDC by applying them to every query term pair.

Document Length Axioms The axioms LNC1, LNC2, and TF-LNC all tar-
get document length normalization [72]: LNC1 compares two documents
that have the same term frequency for all query terms (up to the 10% relax-
ation in our setting), and prefers the shorter document.

Axiom LNC2 checks whether one document is an m-times copy of an-
other document, and prefers the shorter one. Since we consider it quite
unlikely that a real top k ranking will contain a document that is an m-
times copy of another, we modify this condition as follows: We first calcu-
late the Jaccard coefficient of the documents’ vocabularies (i.e., measuring
the degree of term overlap). If this comes out to at least 80%, we compute
a surrogate value for m as the ratio of the minimum and maximum term
frequencies of the shared terms.

Axiom TF-LNC combines term frequency and document length for sin-
gle termqueries {t}: it prefers the documentwith the higher term frequency
for t if the documents have the same length (up to 10% relaxation)without t.
Similar to the LNC1 generalization above, we further generalize TF-LNC to
multi-term queries using the sum of the term frequencies.

Lower Bound Axioms The axioms LB1 and LB2 capture a heuristic of
lower bounding term frequency such that long documents are not overly
penalized [125]: LB1 examines document pairs that have the same retrieval
score score(q, d) (with 10% relaxation in our case). If there is a query term t

with tf (t, d1) = 0 and tf (t, d2) > 0, then d1 <LB1 d2. Since in its original
formulation, LB2 concludes rank preferences for artificially generated docu-
ments not contained in the original result list, we modify it to work on pairs
of actual documents: If the tf values of query terms t and t′ differ by at most
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10% in two documents d1 and d2, the document with the higher frequency
of the query term that appears earlier in the query is preferred.

Semantic Similarity Axioms Matching semantically similar terms in-
stead of exact matches of the query terms might be helpful in vocabulary
mismatch situations but also for enhancing small result sets. We explore
the use of WordNet to determine semantically similar terms in the context
of the axioms STMC1–3 and TSSC1–2 [68, 70]. The conditions of STMC3,
TSSC1, and TSSC2 are highly specific and cannot be “softened” such that
we do not include these axioms in our framework. The original formulation
of STMC1 assumes that the query and both documents under consideration
each consist of only one term. We generalize this setting as follows: given a
document d and query q, we calculate the semantic similarity of each word
from d with each query term t ∈ q and denote the average of these similar-
ities as σ(d, q). Given two documents d1 and d2, the one having the larger
σ value is preferred. Along similar lines, we generalize the formulation of
STMC2: Given a pair of documents d1 and d2, we identify the non-query
term t from any of both documents that is maximally similar to any query
term t′. We conclude d1 >STMC2 d2 iff |d2|/|d1| =approx20%

tf (t, d2)/tf (t′, d1).

Query Aspect Axioms The axioms REG and AND [213, 224] focus on the
individual query terms. We modify REG as follows: let t be the query term
most similar to all other query terms; if both d1 and d2 contain all the other
query terms, the document with the higher tf value for t is preferred. Our
implementation of theANDaxiom compares document pairs (d1, d2)where
only d1 contains all query terms, and prefers d1. We adapt the original for-
mulation of the diversity-inducing axiom DIV [75] as follows: let J(d, q) be
the Jaccard coefficient between the set of terms in document d and the set
of query terms. If J(d1, q) < J(d2, q), we conclude d1 >DIV d2. To suppress
duplicates among the top k results, we further propose a new axiom RSIM
that computes the simhash-based similarities of all document pairs; from
any similarity cluster thus formed, it only favors one particular document
over all the others, while not having preferences for documents from differ-
ent clusters.

Other Axioms We include a rather straightforward new axiom P-RANK
that simply prefers the document with higher PageRank. All the other pub-
lished axioms from the literature (as introduced in Section 2.5) are either
too specific, could not be formulated in a triple formulation, are already
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Table 5.1: Axioms included in our re-ranking scheme.

Purpose Acronyms Source Incl.

Term frequency TFC1–TFC3 [72] Yes
TDC [72] Yes

Document length LNC1 + LNC2 [72] Yes
TF-LNC [72] Yes
QLNC [57] No

Lower bound LB1 + LB2 [125] Yes

Query aspects REG [213, 224] Yes
AND [213, 224] Yes
DIV [75] Yes
RSIM new Yes

Semantic similarity STMC1 + STMC2 [70] Yes
STMC3 [70] No
TSSC1 + TSSC2 [70] No

Term proximity QPHRA new Yes
PROX1–5 new Yes
PHC + CCC [184] No

Other ORIG new Yes
P-RANK [6] Yes
CPRF [49] No
CTM [101] No
CMR [74] No
CEM [7] No

covered by other used axioms, or do not target retrieval (e.g., they axioma-
tize evaluation instead) such that we do not implement them here. Besides
the axioms described above, and our new proximity axioms explained in
the next section, we also include a simple axiom ORIG that represents the
original top k ranking as returned by the base retrieval model (and does
not modify any rank decisions). Its purpose is to give some “voting power”
in the subsequent rank aggregation to the reasonable ideas underlying the
base retrieval model.

Summary Table 5.1 lists the known axioms and whether we include them
in our axiomatic re-ranking framework, including our newly developed
term proximity axioms explained in the next section, and the aforemen-
tioned ORIG axiom as a fallback option if no other axiom is effective.
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5.1.3 Our New Term Proximity Axioms

As a first “proximity”-style axiom, we propose the new QPHRA axiom,
aimed at queries that contain phrase search operators (i.e., double quotes
in typical search engine syntax): A document that contains all the query
phrases is favored over a document that does not. Beyond this, the ex-
isting literature is not completely devoid of suggestions regarding term
proximity—Tao and Zhai [184] propose two axiomatic constraints on prox-
imity importance for retrieval. However, those axioms formalize desirable
properties a distance measure should have, and are thus not meaningful in
our rank preference framework. Hence, we propose the new termproximity
axioms PROX1–PROX5, inspired by Tao and Zhai’s ideas, below. As a com-
mon setting to all of them, let q = {t1, . . . , tn} be a multi-term query and
d1, d2 be two different documents. We further assume that all query terms
appear in both of the documents: ∀tj ∈ q : tf (tj , di) > 0, for i ∈ {1, 2}.

Our first proximity axiom captures proximity via the average position
difference of all query term pairs.

PROX1: Let π(q, d) be the average difference of query term pair positions
calculated as follows:

π(q, d) =
1

|P |
∑

(i,j)∈P

δ(d, i, j)

where P = {(i, j) | i, j ∈ q, i 6= j} is the set of all query term pairs and
δ(d, i, j) calculates the average number of words between the terms ti and
tj in the document d based on all positions in dwhere ti and tj occur.

If π(q, d1) < π(q, d2), we conclude d1 >PROX1 d2 assuming that a docu-
mentwith a lower π value—which corresponds to pairs of query term being
closer together on average—should get a better rank.

We note two caveats regarding PROX1: First, it uses all pairs of term oc-
currences in a document, while naturally many of these will be far apart
even if some pairs are very close together. Second, it might also be desir-
able for the first close co-occurrence of query terms to be near the docu-
ment’s beginning, such that the searcher will encounter them early while
reading. The following axioms PROX2 and PROX3 address these issues.

PROX2: Let first(ti, d) be the position (i.e., word index) of the first occur-
rence of query term ti in document d and let µ(d, q) be the sum of first posi-
tions over all query terms. If µ(d1, q) < µ(d2, q), we conclude d1 >PROX2 d2.
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Axiom PROX2 considers each query term separately, disregarding
whether documents contain phrases from the query.

PROX3: Let τ(d, q) be position of the first occurrence of the entire query q
as one phrase in the document d; if q is not a phrase in d, we set τ(d, q) =∞.
If τ(d1, q) < τ(d2, q), we conclude d1 >PROX3 d2.

A problem of PROX3 is that important documents may not contain the
whole query as one phrase, but many subsets of the query terms as shorter
phrases. The following axiom measures proximity using the closest tuples
of query terms.

PROX4: Let ω(d, q) be a pair (a,−b), where a is the number of non-query
words within the closest grouping of all terms from query q in document d,
and b is the number of times such a minimal grouping occurs in d. If
ω(d1, q) < ω(d2, q), we conclude d1 >PROX4 d2.

We assume that the document with the lower ω value better matches the
query, since all query terms are closer together in the document. Further
improving the proximity notion, we propose an axiom PROX5 based on the
width of the smallest word window that contains all query terms.

PROX5: Given a query term ti ∈ q and a document d, we determine the size
of the smallest text span containing all query terms around each occurrence
of ti. Let s̄(d, q) be the average smallest text span across all occurrences of
all query terms in d. If s̄(d1, q) < s̄(d2, q), we conclude d1 >PROX5 d2.

Having established the set of axioms that are part of our framework, we
now consider how to handle situationswheremultiple axioms express (pos-
sibly conflicting) preferences.

5.1.4 Rank-aggregation

As stated previously, each axiom’s ranking preferences for a given top k

result set are expressed as a matrix MA, whose elements (i, j) determine
whether or not document di should be ranked before document dj accord-
ing to axiom A. In order to re-rank a top k result set based on these pref-
erences, we derive an aggregation function that yields a single, combined
preference matrixM using a machine learning model described in detail in
Section 5.1.5.

However, after axiom preference aggregation, the resulting matrixM is
likely to contain conflicts: if for instance M [i, j] > M [j, i] and M [j, k] >
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M [k, j] but M [k, i] > M [i, k], it is not clear what document to rank the
highest. Rank aggregation problems of this kind are typical to the domain
of computational social choice, and a variety of possible rank aggregation
schemes exist to address them [47]. In what follows, we choose the Kemeny
rank aggregation scheme, since it has been shown beneficial in meta-search
engines [64]. Kemeny rank aggregation mergesm rankings into one global
ranking while minimizing a distance function to the original m rankings
(e.g., the number of pairs that are ranked in a different ordering) [104].

Solving Kemeny rank aggregation is a well known NP-complete prob-
lem [89], but variety of viable approximation schemes have been proposed.
Out of these, we choose the KwikSort algorithm presented by Ailon et al.
[4]. As originally formulated, KwikSort solves the minimum feedback arc
set problem in weighted tournaments, but can be easily transferred to our
setting, since the matrix M can be viewed as the incidence matrix of a di-
rected weighted tournament graph with the vertex set V = {d1, . . . , dn}.

5.1.5 Learning Axiom Preference Aggregation

We use the 23 axioms shown in Table 5.1 based on various ideas regard-
ing the quality of a result ranking (term frequency, proximity, etc.). Given
a query q and a pair of documents (di, dj) from the result set for q, each ax-
iom Amay express a preference for ranking di higher (MA[i, j] > MA[j, i]),
lower (MA[i, j] < MA[j, i]) or the same (MA[i, j] = MA[j, i]) as dj . In a set of
documents with known relevance judgments, the optimal ordering for each
document pair is known. Hence, we view the problem of axiom preference
aggregation as a supervised classification problem at the level of document
pairs, seeking to infer the aggregation function that best approximates the
partial ordering induced by the relevance judgments.

We train a Random Forest classifier to predict the documents’ relative
ordering in an optimal ranking, using the individual axiom preferences as
predictors, and relevance judgments as ground truth. For each document
pair, we assign a class attribute from the set {lower,higher, same}. Since the
relative ordering of documents with the same relevance has no influence on
the measured quality of the final ranking, we employ an instance weight-
ing scheme that halves the impact of the “same” class. And since not all
axioms might be equally important for different retrieval models (e.g., tf -
idf already has a term frequency component), we train separate preference
aggregation functions for each retrieval model.

Due to a lack of large click logs or other large-scale implicit user feed-
back on our side, we use the nDCG10 over relevance judgments for TREC
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queries as the performance measure in our experiments (i.e., the normal-
ized discounted cumulative gain over the top ten ranks of the result lists,
as described in Section 2.1.2). We randomly split the queries into a training
set to learn the retrieval-model-specific aggregation functions, and a test
set to evaluate their retrieval performance before and after applying our ax-
iomatic re-ranking scheme.

5.2 Evaluation on TREC Queries

Our experimental evaluation of the axiomatic re-ranking scheme is con-
ducted as a large-scale study on the TREC Web tracks of 2009–2014 with
a variety of basis retrieval models serving the initial top k results. For the
experiments on the 200 queries from the Web tracks 2009–2012, we employ
16 different basis retrieval models included in the Terrier framework [146],
which we use to index the ClueWeb09 Category B. For the 100 queries from
the Web tracks 2013 and 2014, we use the TREC-provided Indri2 and Ter-
rier baselines for the ClueWeb12 as our two basis retrieval models.

To speed up the experimental process, we perform the training and test-
ing of the axiomaggregation schemes, each axiom’s individual ranking, and
the KwikSort Kemeny rank aggregation on a 135 node Hadoop cluster that
also hosts the ClueWeb09 and ClueWeb12 documents and corpus statistics
(e.g., idf values) needed for some of the axioms.

5.2.1 Axiomatic Web Track Performance

We evaluate axiomatic re-rankings of the queries from the TRECWeb tracks
of 2009–2014. From the ClueWeb09-based Web tracks of 2009–2012, there
are a total of 198 queries with available relevance judgments. After discard-
ing 18 queries for which none of the basis retrieval models find any relevant
results, we randomly select 120 of the remaining 180 queries as the train-
ing set, and use the other 60 as the test set. The 16 basis retrieval models
shown in Table 5.2 are employed; a few basics on the functioning of retrieval
models are discussed in Section 2.1, and further details on these models in
particular can be found in the extensive Terrier documentation.3 We have
set up Terrier to index the Category B part of the ClueWeb09 and train the
axiom aggregation functions for each model separately on the training set
topics as described in Section 5.1.

2http://lemurproject.org/clueweb12/services.php
3http://terrier.org/docs/v4.0/configure_retrieval.html

http://lemurproject.org/clueweb12/services.php
http://terrier.org/docs/v4.0/configure_retrieval.html
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Table 5.2: Average retrieval performance (nDCG10) of the different retrieval mod-
els over the 60 test set queries. Each row shows the basis model’s performance
(Basis), with axiomatic re-ranking (+AX), and with MRF term dependence. Sig-
nificant differences between Basis/+AX, Basis/MRF and MRF/MRF+AX (paired
two-sided t-test, p ≤ 0.05) are marked with a dagger†; the effect size (Cohen’s d)
is given in brackets below each value. The final column shows the nDCG10 of the
best possible re-ranking.

Model Basis +AX MRF MRF+AX max

DPH 0.273 0.291 0.307† 0.314 0.642
(0.062) (0.112) (0.025)

DFRee 0.205 0.236 0.230 0.245 0.599
(0.121) (0.091) (0.057)

In_expC2 0.205 0.214 0.229 0.238 0.591
(0.038) (0.091) (0.031)

TF_IDF 0.202 0.228 0.239 0.200 0.589
(0.098) (0.134) (-0.155)

In_expB2 0.201 0.202 0.234 0.237 0.592
(0.006) (0.124) (0.011)

DFReeKLIM 0.199 0.213 0.224 0.224 0.591
(0.057) (0.095) (-0.001)

BM25 0.198 0.188 0.229 0.216 0.587
(-0.044) (0.116) (-0.049)

InL2 0.197 0.197 0.235 0.212 0.593
(-0.001) (0.139) (-0.091)

BB2 0.195 0.197 0.236† 0.234 0.587
(0.005) (0.151) (-0.006)

DFR_BM25 0.194 0.206 0.236 0.220 0.591
(0.049) (0.156) (-0.062)

LemurTF_IDF 0.187 0.224† 0.221† 0.237† 0.576
(0.151) (0.132) (0.060)

DLH13 0.164 0.187 0.184 0.201 0.499
(0.100) (0.080) (0.067)

PL2 0.16 0.213† 0.190† 0.211 0.550
(0.221) (0.125) (0.084)

DLH 0.153 0.187 0.181 0.197 0.470
(0.144) (0.113) (0.064)

DirichletLM 0.139 0.242† 0.192† 0.253† 0.564
(0.456) (0.276) (0.249)

Hiemstra_LM 0.107 0.167† 0.161† 0.163 0.397
(0.277) (0.245) (0.005)
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The evaluation results on the test set topics are depicted in Table 5.2. The
models in the table are ordered according to their “Base” performancewith-
out axiomatic re-ranking. For the sake of fairness, it should be pointed out
that the poor performance of the Hiemstra_LM retrieval model, in partic-
ular, reveals no fundamental flaw with that model per se, but an error in
its implementation in the Terrier IR platform, which has since been cor-
rected.4 The experiments described in this section employ the faulty Hiem-
stra_LM implementation—but even with that caveat, the numbers indicate
that axiomatic reranking can repair even badly broken result rankings to
some extent. After the average basis performance over all test set topics,
shown in the second column of the table, the two subsequent columns
show the nDCG10 after applying axiomatic re-ranking (“+AX”), and Ter-
rier’s Markov Random Field term dependency score modifier (“MRF”) to
the basis result set, respectively. We note that while MRF term dependency
improves upon the average basis performance in all cases, the magnitude
of the improvement is larger for axiomatic re-ranking for nearly half of the
studied retrievalmodels. The fifth column shows the average nDCG10when
applying axiomatic re-ranking after MRF term dependency; the effect sizes
reported in this column are computed with respect to the “MRF” values.
The final column of Table 5.2 shows the maximum nDCG10 achievable on
the basis model’s top 50 result set—i.e., when ranking these documents in
an “oracle”-style directly by their TREC relevance judgments—this gives
an indication of the quality of the whole result set that the reranking model
had available, and indicates an upper bound of what could be possible with
a hypothetical ideal axiom combination.

Except for two retrieval models of middling performance, our axiomatic
re-ranking consistently improves the average basis retrieval performance.
This improvement is statistically significant (paired two-sided t-test, p ≤
0.05) for only four retrieval models at the lower end of the performance
spectrum; however, we note that MRF term dependency achieves a signif-
icant improvement in only two further cases, while the magnitude of the
effect tends to be smaller. Even on our fairly small test set, axiomatic re-
trieval yields a mid-sized effect on the performance of poorly performing
basis retrieval models. It should be noted that the performance improve-
ments seen especially for the models with weaker basis performance only
come from the axiomatic re-ranking of the top 50 results of the weakmodel,
not by incorporating knowledge from the better performing models, or any
documents ranked at positions beyond 50 by the weak model.

4http://web.archive.org/web/20171229220200/http://terrier.org/issues/
browse/TR-183

http://web.archive.org/web/20171229220200/http://terrier.org/issues/browse/TR-183
http://web.archive.org/web/20171229220200/http://terrier.org/issues/browse/TR-183
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Table 5.3: Retrieval performance (nDCG10) on the Web track 2014 topics before
and after applying the axiomatic re-ranking approach. The axiom aggregation
functions are trained on the topics of the Web track 2013. Significant differences
between before and after (paired two-sided t-test, p ≤ 0.05) are marked with a
dagger (†) and effect size according to Cohen’s d is given.

Model Before After Effect size

Terrier DPH 0.471 0.446 -
Indri LM 0.346 0.502† 0.69

There are several interesting observations from these initial experiments.
First, the retrieval model with the second worst basis performance (Dirich-
letLM) achieves the second best performance after axiomatic re-ranking,
both with and without MRF term dependency scoring. Second, the dif-
ferences between retrieval models after re-ranking are smaller than before.
However, this leveling effect is not due to the re-ranked results being al-
most optimally ranked. As the final column of Table 5.2 shows, none of
the studied re-ranking approaches achieve more than half of the nDCG10 of
the optimal re-ranking, on average; there is a considerable potential for im-
provement in moving the retrieval performance closer to the optimumwith
stronger axioms. Future re-ranking ideas probably would need to include
axioms capturing more sophisticated relevance signals than the rather sim-
plistic assumptions of the axioms used here. We will shed some more light
on the influence of the different axioms in another experiment below.

Before analyzing the individual axioms’ impact, we conduct an experi-
ment similar to the above for the TRECWeb track baselines of the years 2013
and 2014. We did not index the ClueWeb12 ourselves for this experiment
but relied on the rankings provided by theWeb track organizers as the base-
lines. In this run, the preference aggregation schemes are trained on the
topics of the Web track 2013 and tested on the topics of 2014, yielding 50
topics each for training and testing. The results are depicted in Table 5.3.

As can be seen, the performance of the Indri baseline is significantly im-
proved with a medium effect size while the Terrier baseline’s performance
is decreased—although not significantly. One possible explanation for the
decreased Terrier DPH performance is that for this ClueWeb12 experiment,
we only used 50 topics for training, while for the ClueWeb09 experiments
we used 120 topics. Applying the aggregation function trained for DPH
on the Web track 2009–2012 topics to the Web track 2014 test set yields
a slight, albeit non-significant, performance improvement to an nDCG10

of 0.48 for DPH on the Web track 2014 topics. This indicates that the fifty
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Web track 2013 topics might not suffice to train a good aggregation function
for axiomatic re-ranking of DPH results.

Similarly to the ClueWeb09 setting, this experiment again indicates that
axiomatic re-ranking can even out performance discrepancies between dif-
ferent basis retrievalmodels, such that the specificmodel used for the initial
top k retrieval has less of an impact. Still, there is room for further improve-
ment, as can be seen from the possible performance given an optimally re-
ranked top k result set—for the Web track 2013/14 experiment, the opti-
mal nDCG10 is close to 1.0 on average.

5.2.2 Impact of the Different Axioms

To gain further insights into the influence of the different axioms, we ana-
lyze the ClueWeb09 experiment in more detail. In particular, we investigate
the performance of different axiom subsets, and how often they are applied
and actually change the ranking decisions compared to the ORIG axiom
that reproduces the basis model’s ranking. Further, we analyze the over-
lap of the different retrieval models’ top k results to account for the more
homogeneous performance of the different retrieval models after axiomatic
re-ranking.

Axiom subsets We study the influence of different axioms in the setting
of ClueWeb09 experiment described earlier. We run the same experimental
process (learning the aggregation function on the 120 training set topics,
testing on the 60 other topics) for individual subsets of axioms and for the
set of all axioms without each subset (the ORIG axiom is always included).
A summary of the results is shown in Table 5.4; refer to either Table 5.1 or 5.5
for the individual axioms included in each of the subsets.

As the top half of Table 5.4 shows, of the six axiom subsets—document
length, lower bound, query aspects, semantic similarity, term frequency,
and proximity—query aspects and semantic similarity don’t improve any
of the retrieval models by themselves. The other four groups improve at
least one model on their own, with the term proximity axioms improving
the largest number of basis retrieval models, albeit by a small percentage.

A further observation can be made about subsets containing all axioms
except one of the groups, as shown in the lower half of the table: Without
the lower bound axioms, without the query aspects axioms, and without
the proximity axioms, the fewest improvements are possible. This hints at
the relative importance of these axioms. Without document length, 10 im-
provements are still possible. For all of the axiom subsets, the relative im-
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Table 5.4: Improvements in nDCG10 on the test set for different axiom subsets.
The second column shows the number of retrieval models (out of 16) whose per-
formance is improved on average across the test set topics. The last column shows
the average difference in nDCG10 across all models.

Axiom Subset Improved Avg. Diff.

Term frequency axioms only 5 -0.80%
Document length axioms only 1 -0.02%
Lower bound axioms only 2 -7.79%
Query aspects axioms only 0 -15.62%
Semantic similarity axioms only 0 -14.70%
Term proximity axioms only 6 +1.37%

All without term frequency 5 -1.78%
All without document length 10 +4.54%
All without lower bound 1 -6.55%
All without query aspects 1 -11.57%
All without semantic similarity 6 -1.24%
All without term proximity 2 -5.98%

provements in nDCG10 aremuch smaller than for the full set. This hints at a
rather complex interplay between the different axioms in achieving a better
top 10 ranking.

The subset experiments show large differences in the importance of in-
dividual axioms that we further examine by analyzing the impact of the
different axioms in the preference aggregation function, and to how many
document pairs the different axioms could be applied.

Axiom importance, usage and rank differences In order to examine the
different axioms’ importance, we study how much they contribute to the
performance of the learned preference aggregation functions. Table 5.5
shows the mean decrease in model accuracy for the axiom preference ag-
gregation functions of the best and worst performing basis retrieval model
from the experiment shown in Table 5.2. For each axiom, the corresponding
value in the table shows by what percentage the aggregation model’s accu-
racy (at predicting the correct ordering of a given document pair) would
decrease without that variable. The contributions of the different axioms
tend to be fairly similar across retrieval models, but there are some key dif-
ferences. The contribution of the ORIG axiom appears to decrease with the
performance of the basis retrieval model. While certain axioms never have
a large impact on the aggregation functions (TDC, TF-LNC and LB2), there
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Table 5.5: Feature importance for a selection of axioms (by mean decrease in ac-
curacy without that axiom) in the axiom preference aggregation function for the
best- and worst-performing basis model.

Decrease Accuracy
Purpose Axiom DPH Hiemstra_LM

Term frequency
TFC1 19.21 10.53
TFC2 9.70 1.97
TDC 0.15 1.99

Document length LNC1 3.18 3.93
TF-LNC 1.44 0.00

Lower bound LB1 33.22 26.04
LB2 5.54 3.73

Query aspects REG 21.33 20.31
DIV 27.71 24.85

Semantic similarity STMC1 31.18 27.32
STMC2 15.25 15.16

Term proximity

PROX1 19.41 18.64
PROX2 16.61 12.96
PROX3 25.08 18.59
PROX4 17.76 17.84
PROX5 17.60 15.66

Other P-RANK 18.77 12.79
ORIG 23.54 14.82

is at least one high-impact axiom in almost all axiom groups. An excep-
tion are the document length axioms that never contribute more than five
percent to the aggregation accuracy.

In a related avenue of enquiry, we examine how many ranking pref-
erences of di >A dj each individual axiom A specifies in the ClueWeb09
experiment—i.e., how often its preconditions are met. The distributions are
quite similar for the different retrieval models. Interestingly, STMC1 (se-
mantic similarity) is applied most frequently by far, but as can be seen from
the axiom subsets experiment, it often probably draws non-useful conclu-
sions. The axioms PROX2 and LB1 are the second most commonly applied,
followed by the other proximity axioms, then TFC1, TFC2 and LNC1. By
contrast, the axioms LNC2, TFC3 and TF-LNC are used very rarely.

To underpin this investigation, we study the difference in the top 10 re-
sult rankings caused by individual axioms. Again, STMC1 alone yield the
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highest difference in the rankings, but it does not have a high impact on any
of the learned aggregation functions. The term proximity axioms, as well
as TFC1 and LB1, change about 50% of the top 10 result sets. Given the high
impact of especially PROX3 and LB1, along with the axiom subset results,
this indicates that their share of the improved re-ranked performance is the
highest. The axioms LNC1, TF-LNC, TDC, and LB2 hardly ever change a
top-10 ranking by themselves. Alongwith their lower impact, this indicates
that they are the least important among our selection.

Result overlap of the basis models As mentioned previously, a partic-
ular outcome of our reranking experiments is that the performance mea-
surements of different basis retrieval models become more similar after re-
ranking than they were before. A large overlap between the top k result sets
of the different retrieval models would explain not just this effect, but also
the rather similar axiom impact across models.

To analyze the overlap, we measure the Jaccard coefficient between any
two basis models’ top 50 results. The average Jaccard coefficient of the
7,200 possible pairs is 0.6, confirming our suspicion of a large degree of
overlap. Furthermore, limiting the analysis to the documents with a TREC
judgment of 2 or higher (i.e., those judged at least highly relevant by TREC’s
assessors), the average overlap increases to 0.8. When these documents are
moved to the top of a result list by the re-ranking process, the increase in
nDCG10 is especially pronounced (see also Section 2.1.2). Since these highly
relevant documents are treated similarly for individual basis retrieval mod-
els by the similarly aggregated axiom combinations, this explains the level-
ing effect in retrieval performance that we have observed.

5.3 Conclusion

In an attempt to answer Research Question 6 (Axiomatic Result Reranking),
we have introduced an axiom-based framework to re-rank a basis retrieval
model’s top k results. This way, we exploit all the findings from the last
decade on axiomatic information retrieval in a unified setup. For the first
time, we demonstrate how a variety of axioms can be used in a practical
setting. Our experimental analyses show the axiom-based re-ranking to
improve retrieval performance for almost all of the basis retrieval models
studied—often with a medium effect size. That said, our experiments also
show that there is much room for further improvement, since hypothetical
optimal re-rankings of the top k result sets would performmuch better still.
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Since our framework can be easily extended to include further
preference-inducing axioms, investigating new or differently formulated
axioms is a promising direction besides improving the actual aggregation
scheme. Worthwhile candidates include axioms that we have not yet been
able to adapt to our scheme, or in a highly modified form (e.g., semantics
or query aspects), axioms capturing not-yet-axiomatized retrieval aspects
(e.g., search sessions or missions [79], readability, freshness, usefulness), or
improved formalizations of already included axiomatic ideas (e.g., better
proximity preferences based on query segmentation information [78]). The
inclusion of further axioms should further increase retrieval performance,
since many facets of relevance (or other notions of result set quality) are
unlikely to be fully covered by the axioms already included.

Aside from further improving retrieval with axioms, another important
topic for future research is the efficiency of the axiomatic re-ranking process:
while we have demonstrated the potential effectiveness (i.e., improvements
of retrieval performance), the current implementation exhibits a run time
of several seconds for re-ranking a single top 50 result set, on average. This
is not tolerable for use in a live system. However, since our current experi-
mental setup has not yet been optimized for speed, the necessary efficiency
gains to reach practical applicability may well be achievable.
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Conclusion

This chapter concludes the dissertation; it reviews our main findings with
respect to the research questions from Chapter 1, and possible implications
and applications thereof, in Section 6.1. Afterwards, Section 6.2 discusses
aspects of our research questions that remain unanswered, as well as open
problems and follow-up questions for future work.

6.1 Main Findings and Implications

As discussed back in Chapter 1, and illustrated in Figures 1.1 and 1.2 on
pages 3 and 4, Chapters 3 through 5 study different aspects of the task-
based web-search process, and make contributions from different perspec-
tives: Chapter 3 assumes a user-focused perspective, and investigates the
collection and exploitation of context information during complex writing
tasks. Chapter 4 takes a partially user-focused and system-focused view,
studying both query preprocessing and log analysis. Chapter 5 makes the
most system-oriented contribution and focuses on result set postprocessing
considerations primarily related to properties of the retrieval model

Chapter 3 introduces the Webis-TRC-12 dataset, a corpus of combined
search engine interaction and writing logs of 150 long essays composed
by 12 writers during an extensive crowdsourcing study. The dataset is
made available to the research community at large1 to foster future insights
into search and writing behavior. Since the dataset builds upon standard-
ized text retrieval resources—namely, the ClueWeb09 web crawl and TREC

1It can be accessed via https://webis.de/data/webis-trc-12.html.
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queries—we expect it will be conducive to a variety of research tasks, both
those discussed in later sections of Chapter 3, as well as new tasks not yet
conceived. With respect to our own research, the dataset has enabled in-
sights into the essay writers’ behavior, into quantifying the usefulness of
search results for writing tasks with text reuse, and into predicting how
successful writers are at their search tasks based on the observed behavior.

First, Chapter 3 provides answers to Research Question 1a (Writing
Strategies) and Research Question 1b (Searching Strategies): we discover
that the writers in our essay-writing-with-text-reuse scenario follow one of
two distinct writing strategies, which we call build-up and boil-down writ-
ing. The former is characterized by incremental, targeted material gather-
ing while writing: build-up writers switch back and forth betweenmaterial
gathering and writing continuously, immediately integrating each newly
retrieved source into the developing essay right after discovering it. By
contrast, boil-down writers exhibit a stricter separation between a material-
gathering and a writing phase: they first collect many sources up-front,
copy-pasting large amounts of text into the essay first, and then reorganiz-
ing the collected passages into a coherent essay in a second pass. The study
participants did not adhere to the same strategy in all essays theywrote, but
the vast majority exhibit a strong preference for one strategy or the other.
Similarly, we find evidence of two contrasting searching strategies: some
authors submit few queries, but click on many search results and follow
long click trails; others submit a variety of queries, but are much more se-
lective with the search results they actually visit. We call the former type of
searchers clickers, and the latter queriers; aside from the query and click fre-
quencies, we find another key distinction in the fact that clickers paste sig-
nificantly more passages, from significantly more source documents, than
queriers. A subsequent joint analysis of searching andwriting strategies in-
dicates that both may be independent: writing and searching strategies can
be observed in all combinations, with no clear and obvious correlation.

Our insights into searching and writing strategies have practical impli-
cations on retrieval personalization: for instance, a web search engine that
is able to detect whether the user follows the querier or clicker searching
strategy could adapt its user interface accordingly. Queriers, who appear to
explore the information space mainly through varied searches, are likely to
benefitmore from high-quality query suggestions, as well as the integration
of varied information modalities into the search result page (as exemplified
by Google’s OneBox UI elements). Clickers, by contrast rely more on the
documents linked from the result page, andwould benefitmore fromhighly
optimized or specialized ranking functionality; for instance, the ranking
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may trade off between diversity and relevance of the result lists depending
on the query and available context information about the user’s task. A hy-
pothetical retrieval-and-writing system that detects that the user is a build-
up writer would want to promote especially those results that are closely
related to the current editing location in the text, whereas for a boil-down
user, an accurate detection of the user’s current working phase would be
much more important: in the initial material gathering phase might benefit
from highly diverse result sets, whereas during the later re-writing phase,
search results should look more like those for a build-up user.

While investigating Research Question 2 (Measuring Usefulness), we
identify text reuse as an instrument for measuring search result usefulness:
the experimental setup of the Webis-TRC-12 dataset allows for precise ob-
servation of which documents our writers have reused by copy-pasting into
their essay text—and consequently, which documents they considered use-
ful. In a comparison of our writers’ implicit usefulness judgments and pre-
existing TREC relevance judgments for the essay topics, we find only a small
overlap in the set of documents judged by our writers, and the TREC asses-
sors, respectively. Those documents judged by both groups show a simi-
lar discrepancy between relevance and usefulness judgments as have been
found in previous studies (some of which are discussed in Section 2.2.5).
In order to answer Research Question 3 (Predicting Retrieval Success), we
operationalize retrieval success in terms of reuse-based search result useful-
ness with two derived measures, one counting the number of times users
extracted useful content from search results, and one counting the number
of words thus extracted. We study two regression models predicting these
retrieval success measures from user behavior while searching andwriting.
Our models differ in explanatory power, covering 90% and 68% of the vari-
ance of the respective retrieval successmeasures, but both share the number
of clicks per query as the predictor with the strongest positive correlation
with retrieval success, while measures of writing effort, as well as querying
effort, are negatively correlated with success in both models.

These results seem to indicate that, of the previously identified search-
ing strategies, the clicker group is more likely to be successful at retrieval.
Along the same lines as the previously discussed ideas regarding retrieval
personalization, this information is potentially useful to a retrieval system
aiming to improve the support of struggling users—for instance, through
specially tailored query suggestions (as has previously been suggested by
Odijk et al. [145], for example). However, the exact nature of the causal re-
lationship between retrieval success, and the associated behavioral signals,
remains to be investigated.
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Chapter 4 studies a large Russian-language search engine log containing
queries in question form, with the goal of improving retrieval support for
such question queries by way of query preprocessing techniques. Question
queries are of growing importance to search engines—e.g., due to the in-
creasing prevalence of voice search—and are more challenging to support
due to their greater rarity. A first contribution from our investigation is a re-
liable data preprocessing pipeline which removes noise from the query log.
As a result of this preprocessing, we have a clean dataset of about one billion
question queries, down from initially two billion entries that included spam
submissions by bots, and repeated or incomplete entries resulting frompag-
ing or instant search. Our end goal is to improve our understanding of
question patterns in the query log, answering Research Question 5 (Ques-
tion Query Patterns), and to ultimately exploit the gained insights for the
purpose of improving retrieval performance. With this end in mind, we
first address Research Question 4 (Question Query Classification), and de-
sign a flexible classification pipeline—which predicts the main topic for a
given question query—with the help of a secondary collection comprising
six and a half million questions posted to a Russian Community Question
Answering (CQA) site.

Our approach is based on the working hypothesis that CQA data will be
useful as a training dataset for classification in this setting, since CQA users
themselves assign topics to the questions they submit, and that the charac-
teristics of the two settings are sufficiently similar that a classifier trained
on CQA can be successfully transferred to question queries. Section 2.2.3
mentions several past studies on topical categorization of CQA questions.
However, in contrast to our approach, all these CQAmethods do not extend
beyond CQA (i.e., they use CQA data for learning and consequently per-
form classification on the data of the same origin). One of our contributions
instead is to show how a classifier trained on CQA questions can be used to
classifyweb search questions aswell, affording the opportunity of including
on-the-fly class information in the retrieval process for questions submitted
to search engines. Based on these ideas, we design three variants for our
classification pipeline—one based on retrieval of CQA questions from an
inverted index and class assignment bymajority vote, one based on a simple
naïve Bayes classifier trained on a unigram representation, and one trained
on amore compressed topicmodel based representation; all variants distin-
guish the same set of 14 target categories. While the retrieval-based variant
achieves the highest classification accuracy, it is also the slowest by far. The
topic-model based variants are especially efficient at prediction time, at the
cost of a higher preprocessing and training overhead, and a loss in classifi-
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cation accuracy by about 15%. The unigram-based approach is of middling
efficiency, and nearly as accurate as the retrieval-based one.

To address Research Question 5 (Question Query Patterns), we hence
select the unigram-based approach to classify all of the nearly one billion
question queries in the log, due to its high accuracy and sufficient speed.
Based on our findings, we explore patterns in the query stream that can help
improve retrieval performance for question queries. Of these, the changes in
prevalence over time of the different topics show the most promise: while
some of the trends are unsurprising—such as travel-related questions be-
coming most prevalent, and education-related ones least prevalent, dur-
ing the summer months—they can serve as useful context information to
a query disambiguation system. As an example, consider a query about
some geographic landmark—based on the previous observation, a travel-
related interpretation should be assigned a higher probability during sum-
mer months, and an education-related one at other times; in practice this
will of course be offset against the rest of the available context information,
such as the user’s immediately preceding queries.

Finally, Chapter 5 tackles the problem of result set postprocessing byway
of axiomatic reranking. As discussed in Section 2.5, retrieval axioms aim to
formally capture desirable properties of a result ranking, and have previ-
ously been applied primarily to the analysis and design of ranking func-
tions. While developments like the BM25+ ranking function [125] as high-
lighted on page 39 have clearly benefited the field, past axiomatic research
has generally only considered few axioms at a time. The implementation
of new ranking functions into an existing retrieval system can be cumber-
some, and may require re-indexing the entire collection. Hence, Chapter 5
poses Research Question 6 (Axiomatic Result Reranking), which targets an
algorithmic axiomatic reranking framework that can integrate (appropri-
ately formalized) axioms directly into the retrieval process, by using them
to rerank the top k result set returned by an initial basis retrieval model.

To this end, we present a multi-stage approach that first retrieves an ini-
tial top k result set using the basis model, and for each axiom under con-
sideration, computes a preferencematrix that describes the optimal ranking
according to that axiom. The individual preferencematrices are then aggre-
gated with the help of a machine learning model optimized with respect to
the particular basis retrieval model used. Any contradictions are resolved
with the help of a rank aggregation algorithm. We evaluate our approach
with a large selection of basis retrieval models and axioms; our results show
that significant improvements in retrieval performance are possible inmany
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cases, and that the variance in performance across different basis retrieval
models decreases. This latter fact is notable, since it vindicates our assump-
tion that some more or less reasonable choice of basis retrieval model is
sufficient—the exact model chosen becomes less important after reranking.

As exemplified by our newly proposed axioms for integrating term prox-
imity requirements into the retrieval process, axiomatic reranking has the
potential to greatly speed up the turnaround in this research area. Using
our framework, newly discovered axioms can be quickly evaluated with re-
spect to their real-world impact on a variety of retrievalmodels. Conversely,
axiomatic reranking can give a quick first indication of which axioms a new
retrieval model may or may not satisfy, by looking at how much reranking
with different axioms can improve that models’ performance.

6.2 Open Problems and Future Work

To conclude this chapter, and the dissertation as awhole, we highlight some
aspects of our research questions that remain unanswered, or that have in-
teresting follow-up questions. In the process, we discuss also limitations of
our research and promising avenues for future work.

The level of detail captured by the Webis-TRC-12 dataset presented
in Chapter 3 is unprecedented, and it constitutes—to the best of our
knowledge—the largest publicly available corpus of task-based searching
and writing behavior. That said, a key limitation of the dataset presented
lies in the number of participants in that study: while the twelve writers
were sufficient to identify distinct writing and searching strategies, and to
achieve statistically significant models of retrieval success, the question re-
mains how well our findings will generalize to the general population; a
replication study with a larger scope is desirable. Our experiment setup—
which encouraged authors to reuse text wherever possible—may present
a similar obstacle to the replicability of our findings; any follow-up stud-
ies should consider including a control group that cannot reuse, or not as
much, and verify whether the same patterns can be observed then. It is
conceivable that additional searching or writing strategies can be observed
with a larger sample size, or more advanced analysis techniques.

Another interesting avenue for follow-upwork to explore is a deeper look
into the interplay between the searching and writing behaviors we have
identified. Since the querier vs. clicker searching strategies appear to be
largely independent of the build-up vs. boil-down writing strategies, there
should, in theory, be some real-world users that occupy all four cells of the
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resulting contingency table; a comparative analysis of the task outcomes
of these four groups may be insightful. In terms of concrete measures of
task outcome, we can go beyond the simple retrieval success notions we ex-
plored in Chapter 3. For instance, with some suitable quantification, the
quality of the resulting essays is a target measure of interest, where an anal-
ysis of the causal relationship between search (and writing) behavior and
outcome would likely be insightful.

Finally, the implications of our research in Chapter 3 on retrieval per-
sonalization warrant further inquiry. We consider retrieval personalization
based on actual information use a promising proposition: the query and
click variables we measure are already logged in standard search logs. Be-
yond that, modern web search engines tend to be operated by companies
that also offer writing support tools, where they could measure text editing
variables, as well. By showing that writers’ aggregate retrieval success can
be predicted by a simple model consisting of three variables, we have taken
a first tentative step in this direction. Directly predicting the utility of indi-
vidual candidate documents for a particular writing task will be important
future work, in order to apply this idea in practice.

With respect to answering question queries, commercial web search en-
gines have made immense progress in the few years since the study de-
scribed in Chapter 4 was first published. As an example, at the time of this
writing (early 2019), you can type [how much does a tesla flamethrower

cost] into Google and receive, as the top result, a OneBox with an arti-
cle covering the merchandise alluded to in the query, with the $500 price
tag highlighted, the mis-appropriated entity notwithstanding.2 For simple
factoid queries—and a large number of [how to]-like instruction seeking
inquiries—the web search question answering problem can be considered
solved. That said, there are still questions that stump Google search: ask
[why is the word knowledge hyphenated “knowl-edge”], and youdonot get
an answer on the first result page—the query spelling correction unhelp-
fully suggests to get rid of the hyphen in the quoted segment.3 This latter
example points the way to what is still a frontier of question query research:
questions requiring some kind of argumentative answer, like justifications
or weighing of alternatives. While pioneering efforts at argument search
are well underway [203], the technology currently isn’t at a level of matu-
rity where it could be integrated into a commercial search engine. Hence,

2In a January 2018 publicity stunt, “The Boring Company” sold flamethrower-shaped
blowtorches asmechandise. They share a founderwith Tesla, Inc., but are otherwise distinct.

3In American English, the rule is to hyphenate by pronunciation; the “l” in the first syl-
lable is necessary to distinguish its pronunciation from the word “know.”
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a worthwhile follow-up study would focus on the development of question
querymining techniques for specialized question types—such as argumen-
tative or comparative questions—and deriving new datasets dedicated to
the processing of these types of queries.

Our reranking experiments in Chapter 5 show that there is still room
for improvement towards optimal top 50 rankings; more advanced axioms
may be able to capture more fine-grained notions of relevance, and further
increase ranking performance. Even more interesting is the possibility of
retrieval axioms that go beyond the simple single-query relevance notions
that we have considered so far. It should be possible to formulate axioms
that govern the introduction of contextual information into the retrieval
process, including previously submitted queries, clicked search results, or
on-task behavior such as text writing. Axioms for specialized retrieval sit-
uations, such as question answering, are conceivable, as well.

Given the highly complex scoring functions used by commercial search
engines nowadays, axioms can promise to make the processes behind web
search rankingmore transparent to users. While it is not possible to directly
explain how a neural ranking model with millions of parameters arrives at
a given result ranking, the retrieval system could fit an axiomatic ranking
to reproduce the results of the neural ranker as closely as possible, and then
use the parameters of the axiomatic model to synthesize an explanation of
which factors were especially important to arrive at the initial ranking. For
production deployment, however, the efficiency of the axiomatic rank ag-
gregation still needs to be improved.

While the ranking preference aggregation function described in Chap-
ter 5 uses TREC relevance judgments as training data, a different opti-
mization target is possible here, as well. For instance, preference aggre-
gation could be optimized towards task-based usefulness judgments (such
as those derived from the writer behavior in Chapter 3), rather than single-
query relevance. Appropriate training data may even be derived from the
Webis-TRC-12 dataset and related future endeavors.

Teaching retrieval systems to rank based on usefulness judgments in
such a way would tie the various contributions of this dissertation together.
Given the ever-rising information floodwe are subjected to, the demand for
retrieval systems to better anticipate which information items will be use-
ful to us seems likely to increase. There is little doubt that task-based web
search, and the question how the search engines of tomorrow can better
support it, will remain a fertile field of inquiry for the foreseeable future.
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