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Abstract. Decision-making and opinion formation are influenced by
arguments from various online sources, including social media, web pub-
lishers, and, not least, the search engines used to retrieve them. However,
many, if not most, arguments on the web are informal, especially in online
discussions or on personal pages. They can be long and unstructured,
subjective and emotional, and contain inappropriate language. This makes
it difficult to find relevant arguments efficiently. We hypothesize that,
on search engine results pages, “objective snippets” of arguments are
better suited than the commonly used extractive snippets and develop
corresponding methods for two important tasks: snippet generation and
neutralization. For each of these tasks, we investigate two approaches
based on (1) prompt engineering for large language models (LLMs), and
(2) supervised models trained on existing datasets. We find that a super-
vised summarization model outperforms zero-shot summarization with
LLMs for snippet generation. For neutralization, using reinforcement
learning to align an LLM with human preferences for suitable arguments
leads to the best results. Both tasks are complementary, and their combi-
nation leads to the best snippets of arguments according to automatic
and human evaluation.

Keywords: Computational Argumentation · Information Retrieval ·
Large Language Models · Text Summarization · Text Neutralization

1 Introduction

Deliberative processes are a key element of well-informed decision-making and
opinion formation. Their goal is to explore and evaluate the space of arguments
that are relevant for deciding on the best course of action in a given situation [34].
Vast amounts of arguments on virtually all topics of interest can be found on the
web and are retrievable using generic or specialized search engines. However, the
argument snippets returned by argument search engines are often insufficient to
help users find relevant arguments—for two main reasons. First, the standard
methods for generating snippets often fail to capture the essence of an argument [2]
† Equal contribution.
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Relevant Document

HAHAHA! It's not going to happen.
People are free to make there own decisions in life.
Yeah, maybe it sucks that there is such big conse-
quences to it, but really you sound stupid!

Sex should not be taught as an evil thing. It's not
evil or dirty. Maybe you should teach your kids about
responsiblity and learn to talk to them about it.

Jails are over crowded now. Imagine what it would
be like if ppl are thrown into jail because of that.

You can't stop nobody from doing what they want
to do. You should know that already from when
you where younger.

The more you discouage it the more they are
going to want to do it. People have that right. Yes,
even kids. That's the only way they learn.

Snippet 
Sex should not be taught as an evil thing. It's not
evil or dirty. Maybe you should teach your kids about
responsiblity and learn to talk to them about it.

Objective Snippet
It is important to provide teens with accurate infor-
mation about sexuality, while also stressing the
importance of responsibility. Open communication
between parents and children is essential for teens
to understand the risks associated with sexual
activity and to make informed decisions.

Baseline Snippet
People are free to make there own decisions in life.
Yeah, maybe it sucks that there is such big conse-
quences to it, butreally you sound stupid!. Jails are
over crowded now. The more you discouage it the
more they are going to want to do it.

Why not ban teenage sexuality altogether?

Snippet Generation

Neutralization

TextRank

Fig. 1. Illustration of our two-step approach encompassing snippet generation and
neutralization to create an objective snippet of a relevant document (argumentative
text) for a user query (controversial issue). The document contains information that is
relevant to the query, although written inappropriately. Our objective snippet mitigates
this while retaining the relevant content. For comparison, an extractive TextRank
baseline reflects this inappropriateness, resulting in a potentially ineffective snippet.

(henceforth referred to as the argument’s “gist”). Second, the snippets often
contain subjective, informal, emotional, or inappropriate language that distracts
from the gist [38]. Though the original arguments may still contain information
that is highly relevant to a topic, snippets that reflect inappropriate presentations
may prevent users from recognizing them as relevant.

In this paper, we investigate whether “objective snippets” are better suited
for argument search engines. We define such a snippet to combine the main claim
of an argument and the evidence supporting it (basically, the gist), while avoiding
overly subjective and informal language. We propose a two-step approach to
create objective snippets of arguments. The first step, snippet generation, aims
to extract the main message and supporting evidence of an argument. We assume
that a short summary of an argument (i.e. two sentences) can represent this gist.
The second step, neutralization, aims to neutralize the language of the extracted
core statement to make it more objective. We also investigate the necessity of
neutralization as a separate task, since abstractive summaries in particular can
potentially neutralize the language of the source text already during generation.
Figure 1 exemplifies snippets from existing snippet generation models as well as
from our approach. It demonstrates that existing approaches produce snippets
that retain inappropriate language, which undermines the effectiveness of the
main argument. In contrast, our approach combines snippet generation and
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neutralization to produce objective, well-written snippets while preserving the
semantics of the source argument. Our contributions are as follows:4

– A two-step approach that tackles the tasks of snippet generation and neutral-
ization to create objective argument snippets for argument search (Section 3).

– Three manual evaluation studies on snippet generation and neutralization,
individually and in combination, using (1) the args.me corpus [1] and (2) the
appropriateness corpus [38] as ground truth (Sections 4 and 5).

We show that abstractive snippets are better suited to present arguments as
search results than extractive snippets. In particular, argument neutralization
leads to an expected increase in the likelihood of a productive discussion on
the topic. Moreover, combining abstractive summarization with neutralization
creates a more objective snippet that further improves the already-preferred
abstractive snippets in terms of the likelihood that users are willing to read the
full argument presented by the snippet.

2 Related Work

In this section, we describe relevant previous work on the tasks of snippet genera-
tion and neutralization. Since snippet generation is very similar to summarization,
we describe relevant work from both areas.

2.1 Snippet Generation

Snippets in search engines are primarily extractive in nature. Snippet generators
extract the most relevant parts of the source text, especially those containing the
terms of the query [3, 14, 32, 35]. The aim of a snippet is to help users quickly
identify documents likely to satisfy their information need [9]. First, argument
search engines such as args.me [33] or ArgumenText [28] used the first sentences
of retrieved arguments as snippets. Later, extractive snippets of the arguments
as proposed by Alshomary et al. [2] replaced them, enriching TextRank with
argumentative information to extract the main claim and supporting premise as an
argument snippet, which forms a baseline in our evaluation. The arguments were
also summarized in individual sentences [28], key points [4], and conclusions [30].

Our motivation is to introduce objective snippets of arguments in a search
engine. While minimizing the reuse of text in the snippets (from the source) is
beneficial [7], traditionally, extractive summaries are preferred over abstractive
summaries to avoid incorrect rephrasing of facts from the source text. This is
because abstractive summaries of standard sequence-to-sequence models suffer
from hallucinations [24] and incorrectly merge different parts of the source, leading
to incorrect facts [5]. However, recent advances in abstractive summarization
using pre-trained language models have been shown to generate more fluid and
coherent summaries than purely extractive approaches, which improves their
4The experiment code is available at https://github.com/webis-de/RATIO-24
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overall readability and preference by humans [13]. Therefore, we opt for abstractive
snippets in this work. Moreover, we investigate the zero-shot effectiveness of the
instruction-driven Alpaca [31] model using prompting.

2.2 Neutralization

Neutralization can be seen as a style transfer task. Style transfer in the context of
natural language generation aims to control attributes in the generated text, such
as politeness, emotion, or humor among many others [17]. Text style transfer has
been applied to authorial features and literary genres [12]. Most studies deal with
broad notions of style, including the formality and subjectivity of a text [18]. There
are also approaches to changing sentiment polarity (of reviews) [16], political
bias (of news headlines) [6], and framing (of news articles) [8].

Many approaches learn a sequence-to-sequence model on parallel source–target
text pairs. Modifying the style often works reliably, but preserving the content
seems to be a challenge [6]. On the other hand, style and content are difficult to
separate in text (i.e., words can reflect both simultaneously). To mitigate this,
some works avoid disentangling latent representations of style and content [10],
but this cannot guarantee that certain information is preserved. Others restrict
transfer to low-level linguistic decisions [12, 27].

Our aim is to improve the appropriateness of arguments to ensure that they
are suitable for a wide audience. However, unlike traditional style transfer, the role
of semantic preservation here is rather superficial, as some parts of our texts that
are responsible for inappropriateness may be inappropriate due to their content
rather than their style, such as ad hominem attacks. Therefore, we generally
prefer appropriateness over semantic similarity in this paper.5 Since no parallel
data is available for the argument neutralization task, we rely on an instruction-
based zero-shot approach with Alpaca [31]. For further refinement, we use the
appropriateness classifier from Ziegenbein et al. [38] and an adapted version of the
RLHF (Reinforcement Learning using Human Feedback) method from Stiennon
et al. [29]. The authors of Madanagopal and Caverlee [23] use a reinforcement
learning-based approach to correct subjective language in Wikipedia articles,
which comes closest to our approach. However, their approach is based on parralel
data, which is not available for the task of neutralization. As far as we know,
there is no style transfer approach for argument neutralization to date, and none
of the related reinforcement learning approaches for style transfer use prompting
as the initial model (i.e., for the policy).

3 Approach

This section describes the approaches we evaluated for generating argument
snippets and their neutralization.
5The role of semantic similarity is being investigated in another paper under review.



Objective Argument Summarization in Search 5

3.1 Snippet Generation

We investigated three snippet generation approaches: (1) an unsupervised extrac-
tive argument summarization model, (2) a supervised abstractive news summa-
rization model, and (3) an instruction-tuned zero-shot summarization model.

Extractive-Summarizer. With TextRank, Alshomary et al. [2] proposed
an unsupervised extractive argument snippet generation approach that extracts
the main claim and premise of an argument as its snippet. To identify the
corresponding argument sentences, a variant of PageRank [26] is used to rank
them based on their contextual importance and argumentativeness. Starting from
equal scores for all sentences, the model iteratively updates these scores until
convergence is achieved. The two highest-scoring sentences are then extracted
in their original order to maintain coherence. TextRank serves as the standard
model for generating snippets for the args.me search engine and as our baseline.

Abstractive-Summarizer. For supervised snippet generation, we use a
BART model [21], finetuned to the task of abstractive news summarization on
the CNN/DailyMail dataset [25].6 To tailor its summaries to the task argument
snippet generation, we shorten the input to 102 tokens and limit the minimum and
maximum summary length to 25% and 35% of the argument length respectively.

Instruction-Summarizer. To instruct Alpaca to generate a snippet, we use
the prompt ### Instruction: The following is an argument on the topic
"<topic>". Extract a coherent gist from it that is exactly two sentences
long. ### Input: <argument> ### Response: and insert an argument and its
topic. Generation is done at a temperature of 1 and sampling with a p-value
of 0.95. The number of generated sentences is limited to two in order to ensure
snippets of a similar length compared to the other approaches.

3.2 Neutralization

For neutralization, we compare (1) an instruction-tuned zero-shot neutralization
model, and (2) a reinforcement learning-aligned neutralization model.

Instruction-Neutralizer. To instruct Alpaca to neutralize a text, we use
the prompt ### Instruction: Rewrite the following argument on the topic
of "<topic>" to be more appropriate and make only minimal changes to
the original argument. ### Input: <argument> ### Response: and provide
it with the argument and its topic. We use a temperature of 1 and sample with
a p-value of 0.95 during generation. The number of generated tokens is limited
to 50% to 150% of the original argument to ensure that the model does not delete
or add too much content when rewriting the arguments or snippets.

Aligned-Neutralizer. To align Alpaca with human-defined appropriateness
criteria, we finetune it using reinforcement learning from human feedback [29, 39].
During the training process, we use the same prompt settings and hyperparameters
as before, but adjust the output of the model to generate texts that are categorized
as appropriate by the appropriateness classifier of Ziegenbein et al. [38]. Thus,
6https://huggingface.co/facebook/bart-large-cnn
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texts generated by Alpaca serve as input to the classifier and the returned
probability value for the appropriateness class as a reward to update Alpaca.
For efficiency, we do not update Alpaca’s original weights but use adapter-based
low-rank adaptation (LoRA) [15]. A full description of the approach and the
training process is part of a paper soon to be published [37].7

4 Data

For evaluation, we use two datasets sampled from (1) the args.me corpus [1] and
(2) the appropriateness corpus [38]. The former is used to evaluate the snippet
generation approaches and combining snippet generation and neutralization,
while the latter is used to evaluate the argument neutralization approaches.

4.1 The args.me Corpus

To obtain the dataset for our snippet generation experiments, we sample argu-
ments from the args.me corpus [1]. The args.me corpus contains 387,606 arguments
from four debate portals, each annotated with a stance (pro or con) and a topic
(e.g., “abortion” or “gay marriage”). Based on the ten most frequently submitted
queries to the args.me API [33], we created an initial dataset. To ensure adequate
summarization potential for snippet generation and to account for possible input
length limitations of the models used in our experiments, we filter the dataset to
contain only arguments between 100 and 500 words in length. Furthermore, we
use an ensemble classifier based on the five folds of the appropriateness corpus
to retain only inappropriate arguments. Finally, we extract the top five pro and
top five con arguments for each query based on the args.me ranking obtained
from its API. This gives us a final dataset of 99 arguments.8

4.2 The Appropriateness Corpus

To obtain the dataset for our neutralization experiments, we sample arguments
from the appropriateness corpus [38]. The corpus contains 2,191 arguments labeled
with the corresponding discussion titles from three genres (reviews, discussion
forums, and Q&A forums). Each argument is annotated by three annotators
according to a 14-dimensional taxonomy of inappropriateness errors. We filter
the corpus to include only arguments that were classified as inappropriate by all
three annotators in the original study to ensure that there is a clear need for
neutralization. As before, we only retain arguments between 100 and 500 words
in length. Finally, we draw a random sample of 100 arguments from the corpus
to obtain our final dataset.
7The code and data used to train the models can be found here:
https://github.com/timonziegenbein/appropriateness-style-transfer

8As one of the queries did not contain enough arguments to meet the inappropriateness
criteria, one query contains only nine arguments instead of ten.
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Table 1. Evaluation of the snippet generation approaches without neutralization:
(a) ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL), and BERTScore (Sim.), computed
between the source argument and the generated snippet, perplexity (PPL) of the
generated snippet and percentage of appropriate generated snippets (App.). (b) Absolute
counts of ranks assigned by human evaluators to the three approaches and their average.

Approach (a) Automatic (b) Manual

R1 R2 RL Sim. PPL↓ App.↑ #1 #2 #3 Avg.↓

Extractive-Sum. 0.29 0.28 0.29 0.25 67.7 0.21 42 126 327 2.58
Abstractive-Sum. 0.40 0.38 0.38 0.35 50.9 0.31 274 149 72 1.59
Instruction-Sum. 0.24 0.11 0.16 0.13 26.5 0.58 179 220 96 1.83

5 Evaluation

We evaluate our approaches in a series of experiments, both automatically and
manually. For automatic evaluation, we quantify the content preservation of all
approaches with ROUGE-1 (R1), ROUGE-2 (R2), and ROUGE-L (RL) [22]
for lexical similarity, and with BERTScore (Sim.) [36] for semantic similarity.
Furthermore, we measure the fluency of the generated texts with Perplexity (PPL)
and compute the percentage of instances for which an approach was able to change
the label from inappropriate to appropriate (based on the ensemble classifier of
Ziegenbein et al. [38], see Section 3). The manual evaluation is detailed in the
corresponding subsections, as the user studies differ for each of the tasks.

5.1 Snippet Generation

Automatic Evaluation. Table 1a shows that, when automatically determin-
ing the best summarization model for snippet generation, the Abstractive-
Summarizer scores best in terms of content preservation (highest R1, R2, RL,
Sim.). Instruction-Summarizer is strongest in fluency (PPL 26.5) and creates
appropriate snippets for 58% of inappropriate arguments. The extractive baseline
Extractive-Summarizer does not win in any of the automatic measurements used.

Manual Evaluation. We hired five evaluators on upwork.com who are native
English speakers and tasked them to evaluate snippets of 99 arguments from our
three models: Instruction-Summarizer, Abstractive-Summarizer, and Extractive-
Summarizer. Given a topic, a source argument (pro/con) and three snippets, the
evaluators rated the suitability of a snippet to be displayed on a search engine
results page for the argument by ranking them from “best” to “worst.” A detailed
annotation guide describing the characteristics of a good snippet, such as high
coverage of key information from the original argument and its ability to help
users easily identify relevant arguments from a ranking of results.

As shown in Table 1b, Abstractive-Summarizer proved to be the best model
for generating snippets according to the evaluators, ranking first in about 56%
of the examples (274 out of 495). The agreement between annotators was 0.22,
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Table 2. Evaluation of the neutralization approaches: (a) ROUGE-1 (R1), ROUGE-2
(R2), ROUGE-L (RL), BERTScore (Sim.), perplexity (PPL) of the neutralized argument,
and percentage of successfully neutralized arguments (App.). (b) Absolute counts of
ranks assigned by the human evaluators to the three approaches and their average.

Approach (a) Automatic (b) Manual

R1 R2 RL Sim. PPL↓ App.↑ #1 #2 #3 Avg.↓

Exact-Copy 1.00 1.00 1.00 1.00 66.1 0.00 10 91 399 2.78
Instruction-Neut. 0.79 0.66 0.73 0.67 29.5 0.40 67 345 88 2.04
Aligned-Neut. 0.41 0.16 0.27 0.18 18.4 0.97 423 64 13 1.18

as measured by Kendall’s τ rank correlation coefficient [19]. This indicates a
positive rank correlation while underlining the subjectivity of the quality ratings.

5.2 Neutralization

Automatic Evaluation. Comparing the Instruction-Neutralizer with the
Aligned-Neutralizer, Table 2a shows that there are differences in content preserva-
tion and transfer of appropriateness. That is, the Instruction-Neutralizer performs
better on R1 (0.79), R2 (0.66), RL (0.73), and Sim. (0.67), whereas the Aligned-
Neutralizer performs better on fluency (PPL 18.4) and transfer (App. 0.97),
making almost all arguments appropriate (97%). This suggests that there is a
trade-off between retaining the content of the argument and improving appropri-
ateness. As mentioned above, we are investigating this effect in another paper
that is not yet published at the time of writing. However, a manual inspection of
the neutralized arguments and our annotators’ comments shows that, despite
the rather low content preservation (0.18 for BERTScore), the main meaning of
the argument and its reasoning are mostly preserved, but the arguments do not
show any lexical similarity to the original argument.

Manual Evaluation. If people prefer neutralized arguments over the baseline
arguments that contain inappropriate content, this is evidence that neutraliza-
tion is useful for the ultimate goal of creating “objective snippets.” Accordingly,
we evaluated the neutralized arguments of Instruction-Neutralizer and Aligned-
Neutralizer together with the baseline argument. Like above, five human eval-
uators ranked the three argument variants from “best” to “worst” according
to their appropriateness to be presented in a civil debate on a given topic. We
used 100 (manually labeled) inappropriate arguments from the appropriateness
corpus. The evaluators were provided with a comprehensive guide describing the
characteristics of inappropriate arguments and how to identify them [38].

Table 2b shows the results. Neutralized arguments from Aligned-Neutralizer
are preferred over others in 84.6% of cases (423 out of 500). This underlines the
effectiveness of neutralization and its implicit goal of making arguments more
appropriate in public debates. Kendall’s τ for this evaluation was 0.48, indicating
a positive correlation between the rankings. Compared to the snippet generation
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Table 3. Evaluation of the combined approach (snippet generation + neutralization):
(a) ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL), BERTScore (Sim.), perplexity
(PPL) of the generated snippet, and percentage of appropriate snippets generated
(App.). (b) Absolute and relative count of snippets of one approach being preferred
over the other.

Approach (a) Automatic (b) Manual

R1 R2 RL Sim. PPL↓ App.↑ Pref.↑ %↑

Abstractive-Sum. 0.40 0.38 0.38 0.35 50.9 0.31 57 0.11
+ Aligned-Neut. 0.25 0.10 0.17 0.11 20.0 0.87 438 0.89

task, the evaluators were able to distinguish more reliably between the quality of
inappropriate and appropriate variants of an argument.

5.3 Objective Snippets

Automatic Evaluation. Comparing the two approaches using our automatic
measures, Table 3a shows that combining Abstractive-Summarizer with Aligned-
Neutralizer further decreases the similarity of the snippet to the original argument
(0.35 vs. 0.11), but increases the number of appropriate snippets (0.87 vs. 0.31).

Manual Evaluation. In addition to evaluating the individual subtasks, we
also evaluated the holistic approach by assessing the usefulness of the objective
snippets. Specifically, we performed a pairwise comparison between the objective
snippets and the non-neutralized snippets. In contrast to evaluating the generation
of the snippets, where the original argument was also provided, we only provided
the topic to the five human evaluators. Given a self-contained query, they were
asked to select the excerpt they were most likely to click on to read the full
argument. For this evaluation, we used 100 arguments for 10 topics from the
args.me corpus and selected an equal number of pro and con arguments.

Table 3b shows the results. Objective snippets were preferred over non-
neutralized snippets in 89% of the cases (438 out of 495). This indicates that
neutralization has a positive effect on the likelihood that search engine users will
follow the link to read the full argument from which the snippet was extracted.
Krippendorff’s α [20] was 0.29, indicating moderate agreement between annotators.
Further examples of snippets generated by our best approach (Abstractive-Sum.
+ Aligned-Neut.) are shown in Table 5 in the Appendix.

Qualitative Analysis. We conducted a manual evaluation of each task,
which included the generation and neutralization of snippets as well as the
resulting objective snippets generated with our approach. For all tasks, we
recruited annotators who are native English speakers, aiming for a balanced
representation of male and female annotators. Annotators had the opportunity
to provide comments and could also contact us directly if they needed help.
No additional questions were asked throughout the annotation tasks, with the
exception of a brief review of a small subset of completed annotations to confirm
understanding of the task.
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Table 4. Quality dimensions for each tasks (snippet generation, neutralization, objective
snippets), derived from the comments of annotators in our manual evaluation studies.

Task Quality Dimensions (Preferred by Annotators)

Snippet Generation specificity, clarity, positive/inoffensive language, conciseness, self-
containment, informativeness, focus on the issue, avoiding personal
attacks, structure and coherence, accuracy/correctness

Neutralization openness, simple language, absence of profanity, facilitating criti-
cal evaluation, seriousness, absence of grammatical/orthographic
errors, balanced emotions, well-reasoned, structure and coherence,
formal language, non-speculative

Objective Snippets conciseness, simple language, fluency, balanced emotions, includes
quotes/evidence/statistics, specificity, coherence

For each example within our three studies, annotators were asked to provide
optional feedback in natural language on their ratings and preferences for the
results of each study. We manually analyzed nearly 500 comments to identify
important quality dimensions for achieving the goal of creating objective snippets.
In particular, we derived quality dimensions that have been studied in related
areas such as summarization, text generation, and sentiment analysis. Table 4
provides an overview of these dimensions for each task. Examples of comments
for the tasks of snippet generation, neutralization, and objective snippets are
shown in Tables 6 and 7 in the Appendix, respectively.

Overall, we found that grammaticality and positive language strongly influ-
enced the credibility and acceptability of the argument snippets. Annotators
consistently preferred arguments that were free of spelling errors, had correct
punctuation, and were well-structured, regardless of their content. Therefore,
ensuring grammatical correctness and a well-structured output is crucial. Fur-
thermore, the use of positive language is preferred over negative language, with
annotators emphasizing that a positive tone signals critical thinking and openness
to other opinions. Consequently, neutralization plays a key role in ensuring that
the snippets are suitable for a wide audience. In line with the quality dimen-
sions of summaries [11], high-quality annotators preferred snippets that were
informative, concise and coherent.

Limitations and Ethical Concerns

This paper aims to provide evidence that objective argument snippets significantly
improve the overall user experience when searching for arguments. While our
human annotators strongly advocate neutralizing arguments and their snippets,
we currently lack evidence that directly correlates (to a large extent) with
satisfying users’ information needs. Another unexplored aspect is to investigate
whether the generation of snippets, especially through prompting, implicitly
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incorporates neutralization to some extent. These questions are subject to future
research in the given context.

It is crucial to note that the success of generating and neutralizing snippets is
closely linked to the quality of the original arguments. In cases where the original
arguments are poorly constructed or unclear, the resulting objective snippets
may not effectively represent their gist. We also recognize that neutralization is
not appropriate in certain contexts where preserving the original language of the
source text is critical (e.g., student essays, legal documents, or medical fields). In
such cases, the application of neutralization requires the user’s consent to ensure
transparency and accountability. Practical implementations of our approach could
include user options that allow individuals to choose between the original and
neutralized versions of a snippet or an argument. We further acknowledge that
our assumption that the generated arguments are gists of the original arguments
may not always hold true. In some cases, the generated arguments may not
capture the essence of the original arguments, leading to a loss of information.

We would like to acknowledge that the task of creating and neutralizing
snippets is to a certain extent subjective. The choice of the best snippet may vary
depending on the annotator’s background, experience, and personal preferences.
For this reason, we believe that further research is needed to explore the influence
of these factors on the quality of the generated snippets and, in particular, to
involve the authors of the original arguments in the process of snippet generation.

In summary, our empirical research highlights the potential benefits of miti-
gating subjective bias, particularly in the broader context of engaging with the
opinions and arguments of others. This does not only facilitate informed decision
making, but it can also be valuable for educational purposes.

6 Conclusion

In this paper, we have investigated the hypothesis that “objective snippets” of
arguments are better for argument search engine results than state-of-the-art
extractive snippets, using methods that combine snippet generation and neutral-
ization. Our study has conveyed that a BART-based supervised summarization
model outperforms a zero-shot Alpaca model to snippet generation. For neutral-
ization, we have found that using reinforcement learning to align a large language
model with human preferences for suitable arguments works best. We have also
observed that both tasks complement each other and that their combination
leads to the most effective snippets, as shown by human evaluation. Our results
provide important insights and innovative methods that can be used to improve
search engines in order to produce more efficient search results for users.
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Table 5. Examples of arguments from the appropriateness corpus and their neutralized
snippets generated by our approach.

Type Example

Argument I always hear people talking about how the death penalty needs to
be enforced more often. I, personally, am undecided on my opinion
on the death penalty, but in my mind, the death penalty is used
primarily as a societal form of retaliation (much the way that putting
someone’s head on a pike was used in the past). [...] At the very least,
it will disseminate information to public about what execution in the
United States is actually like (this may, in turn, change the beliefs
that someone holds on the death penalty).

Neutralized
Snippet

It is important for the public to be aware of the death penalty in
the U.S. in order to make informed decisions about the practice.
Televising executions could help to bridge the gap in understanding
between the public and the criminal justice system.

Argument At Poland Spring, we know that freshness and consistency go hand in
hand. Our rigorous quality control standards help us make sure that
you will enjoy the same crisp, delicious water every time you take a
sip. To maintain the purity of our water, we employ a comprehensive,
multi-barrier filtration system that involves carefully controlled and
continuously monitored disinfection processes in hygienically designed
lines. [...] Every year, we screen for over 200 possible contaminants-far
more than state and federal regulations require.

Neutralized
Snippet

Poland Spring utilizes a rigorous filtration system, which is tested
regularly throughout the production process to ensure the safety of
the water. This process ensures the water quality remains consistent
and meets strict quality standards.

Argument CarCraze — you are wrong, sorry to say What you have there, my
dear, is a bona fide Court Order for you to appear in court to answer
to a Motion to Collect a Debt. [...] If you "just let it ride", as you say,
don’t be surprised when you open up your paycheck and you find a
good chunk of it GONE ! What you should do: Seek legal counsel
(get a lawyer) and come up with a manageable payment plan that
is both satisfactory to your creditor, and workable for you. DON’T
HESITATE - you will regret it.

Neutralized
Snippet

If you choose to ignore the notice of motion from the collection firm,
it is possible that you may incur additional fees and charges. It is
best to seek legal counsel from a professional in order to create a
manageable payment plan that suits your financial situation.

Argument In my opinion, all it serves to do is remind men to fulfil the traditional
gender roles. To "be a man" you have to provide for your family,
be responsible and protect your family. It’s the male equivalent of
"be more ladylike". All it accomplishes is: * Make non-traditionally
masculine men feel like shit * [...] And god forbid that men have some
values that women are ’supposed’ to have. Why not have a gender
neutral phrase? "Be a better person"?

Neutralized
Snippet

This phrase can be harmful as it can lead to feelings of exclusion
for men who don’t conform to traditional gender roles, as these
expectations can be seen as exclusive to men. This can be damaging
as it may make those men feel like they do not belong.
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Table 6. A sample of comments provided by annotators organized by quality dimensions
that influence snippet generation. Comments are edited for presentation purposes.
Also, the anonymized snippets referred to in the comments (e.g., A, B, C) do not
always correspond to a specific model being evaluated as the order of the snippets was
randomized.

Dimension Annotators’ Comments

Conciseness “This snippet provides a concise and clear definition of feminism,
emphasizing equality and respect for both men and women.”

Focus “Snippet A is ranked highest for its clear emphasis on the necessity
of abortion... ”

Offensive
Language

“While this snippet discusses activism against woman abuse and
negative elements related to women, it introduces terms that may
be considered offensive (e.g., "SLuts").”, “The use of language like
"I am going to have to ask you go to timeout because that idea is
downright childish" might be perceived as confrontational.”

Informativeness The first snippet condenses the argument very succinctly and
covers most of the major points in the arguments above.

Structure &
Coherence

“Snippet B is the worst summary for the argument presented
above because there is not direct link between the statement and
the conclusion of the snippet - so it completely misses the point.”,
“Snippet C is by far the best snippet in this sequence. It has a
clear structure and it delivers the message of the paragraph.”

Grammaticality “Snippet A and B both have grammatical errors (need/needed),
which would discredit the link/argument/page from the get go.”

Self-
contained

“Snippet A is ranked 3rd because there is no logical link between
the first part of the snippet and the second part of the snippet.
No reader could understand what the argument is about from
that summary alone.”

Accuracy “Snippet C comes in last because it is completely inaccurate, given
that it claims these points of view are Trump’s points of view. In
fact, they are the views of the narrator/author.”

Argument-
friendly
Vocabulary

“Argument A has slightly more argument-friendly vocabulary (e.g
’ juxtaposition’ used in contrast to ’antithesis’).”, “The only main
difference between argument A and C is the choice of vocabulary
to describe the couples that the writer is associated with being
either committed or monogamous. I think that the use of the
word ’committed’ to describe the couple in argument A makes
the example used more relevant to the argument at hand.”

Seriousness “Although argument A and C are similar, argument A has a more
sincere tone and slightly more proper grammar: e.g Latinos not
"Latinos" / Latin America not Latinamerica.”

Profanity &
Speculation

“B is more to the point, doesn’t speculate on strategies and has
no profanity like C/B (Shit/assholes).”

Clarity “This argument is clear in its meaning, provides a concise com-
parison between the two cases, and avoids inappropriate language
or tone.” , “This argument presents the issue clearly, maintains a
proportional and balanced perspective by addressing both sides...”
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Table 7. A sample of comments provided by annotators organized by quality dimensions
that influence preference of snippets. Comments are edited for presentation purposes.
Also, the anonymized arguments referred to in the comments (e.g., A, B, C) do not
always correspond to a specific model being evaluated as the order of the arguments
was randomized.

Dimension Annotators’ Comments

Respectful “It begins with a dismissive tone ("is totally crap")...”, “This
argument is the best as it presents its points in a clear and
respectful manner.”, “This argument uses sarcasm ("(pause here
for deeply bitter laugh)") and refers to a political figure in a
dismissive manner ("The Shrub").”, “This argument is the most
appropriate as it maintains a professional tone, focuses on the key
issues, and promotes a respectful and balanced discussion of the
pro-choice vs. pro-life debate.”

Critical Eval-
uation

“The mention of "corrupt the minds of my children" is emotionally
charged, which may not provide room for critical evaluation.”,
“the ending part "expecting male users to do the looking for both
themselves and the women" may come off as slightly dismissive,
which makes it less open to others’ arguments.”

Formal Lan-
guage

“This argument and Argument A are quite similar, but Argument
C uses slightly more refined and formal language, making it more
appropriate for a professional discussion. For example, it uses
"Fourth Amendment" instead of "4th" and "naive" instead of "living
under a rock".”

Grammaticality “It has orthographic errors (e.g., missing spaces and inconsistent
punctuation), making it harder to follow. Some of the phrasing is
repetitive, and its presentation can hinder a clear understanding
of its main points.”, “...contains orthographic errors ("ur", "shld",
"dugs"), and uses casual and unclear language. This decreases its
credibility and appropriateness for a professional debate.”

Conciseness “I chose snippet A because it uses short sentences instead of one
long one, and because it uses numbers which is more concrete
than just saying "a high degree."”, “Both very similar but snippet
B is more concise...”

Evidence “Snippet B is very subjective and doesn’t present any evidence
for the argument.”, “...uses more numbers which encourages me
to read.”, “Snippet B is less pushy and provides more examples
to back up its argument.”

Grammaticality “Snippet B has grammar and spelling errors which discourages
me from wanting to read more.”

Critical Eval-
uation

“A places the onus of thought on the reader, allowing them the
space to form their own opinions. B is instructional, seemingly
saying everything that is needed for a reader to make their mind
up without their own research.”

Structure &
Coherence

“Snippet A clearly outlines their argument, while snippet B hops
back and forth from one point to another without a linear thought
process.”


