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and many more ...

Comment Corpora

Comments Dx on x

Object y

Comments Dy on y

ϕ

ϕ

Representation y for y

Comments can be found all over the Web.
Comments can be found on all kinds of objects.
Commenting is not perceived laborious;
 much unlike blogging, tagging, and „wikiing“.
Commenters express their opinion.

Cross-media retrieval models are few and far between.
Retrieval models are based on low-level features.
Comments may be a shortcut to the pragmatic layer;
 there is no free lunch though.
Comments on non-textual objects are often opinion-only.
Is commenting media-dependent?

OpinionCloud (for YouTube)

Such comments offer an insight into the crowds opinion.
Comments on YouTube are often short opinion exclamations.

Related Work: Comment Summarization

Sentiment analysis can be employed to extract the opinions.
The overall opinion is visualized as an opinion word cloud.

The technology is operationalized in a Firefox add-on:

http://www.webis.de/research/projects/opinioncloud

Do comments describe the commented object?

Technology news Web site.

Community-driven moderation.

Many comments per article.

Comments are categorized:

Comments are rated from -1 to 5.

Positive:
insightful
informative
interesting
funny

Negative:
offtopic

flamebait
troll

redundant

The rating of a comment is com-
puted from the categories as-
signed to it by different users.

Our evaluation corpus:

17,948 articles, and
3.8 million comments of which
380,000 are categorized / rated.

Comments on all media:

Measuring the Descriptiveness of Web Comments by Martin Potthast
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Experiment 1
Comment Similarity Distribution

Experiment 2
Comment Rank Correlation

Experiment 3
Commenter Contribution

Comments |Di |
(Corpus Subset)

Experiment 1: To determine the 
descriptiveness of comments, each 
document x is compared with the 
combined text d of its comments
D. As a baseline, each x is com-
pared once with the comments of
another randomly selected 
document. The obtained similarity
values are depicted in Column 1
as similarity distributions, i.e., the
ratio of all similarities per similarity
interval of 0.1 range.

Experiment 2: To determine if the
combined text d from D can replace
x in a ranking task, the remaining
corpus documents are ranked twice:
(i) wrt. their similarity to x, and
(ii) wrt. their similarity to d.
The top 100 ranks of the two ran-
kings are compared using the rank
correlation coefficient Spearman's
ρ, which measures their (dis-)
agreement as a value from [-1,1].
The experiment has been repeated
with randomly selected documents
x until the averaged correlation
value converged (cf. Column 2).

Experiment 3: To determine
whether or not the observed simi-
larities between d and x depend
only on text which has been copied
from x into one of D's comments,
we (i) remove all terms from d which
also occur in x and (ii) exploit the
fact that ESA, unlike the VSM, has
the capability to measure more than
just the overlap similarity between
d and x. Column 3 shows the
obtained similarity distributions.
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